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There is given a sharp existence, uniqueness, and continuity theorem for quasilinear parabolic evolution equations, based on the concept of maximal Sobolev regularity. Its power is illustrated by applications to some model problems which are nonlocal in space and/or time.

Introduction

In this paper we consider quasilinear parabolic evolution equations of the form

$$\dot{u} + A(u)u = f(u) \text{ in } J, \quad u(0) = u^0,$$

where $J := J_{T_0} := [0, T_0)$ for some fixed positive $T_0$. We study (1) under maximal regularity assumptions on the leading part $\partial_t + A(u)$ which, roughly speaking, say that, given any $v$ in a suitable function space $W(J)$ on $J$, the linear problem

$$\partial_t w + A(v)w = f(v) \text{ in } J, \quad w(0) = 0$$

has a unique solution $w = w(v) \in W(J)$. Clearly, a fixed point of the map $v \mapsto w(v)$ is a solution of (1). Fixed point arguments of this type are, of course, omnipresent in the study of evolution equations of type (1). The new feature of our work, which distinguishes it from all previous investigations, is that we assume that $W(J)$ is a maximal regularity space and that $A(\cdot)$ is only defined on $W(J)$. In all the works published so far, it is always assumed that the domain of $A(\cdot)$ is a larger space than $W(J)$ on which the problem is relatively easy to handle. Our approach gives great flexibility in
applications. In particular, we can deal with parabolic problems which are nonlocal in time, for example, with retarded equations, where the time lag occurs in the top order coefficients via nonlinear dependence on the solution at an earlier instant.

In the following section we give precise definitions and formulate the main abstract theorem. The rest of this paper is devoted to applications to a variety of nonlinear local and nonlocal parabolic initial boundary value problems, demonstrating the power of our abstract work.

1. Abstract theory

Let $E_0$ and $E_1$ be Banach spaces such that $E_1 \hookrightarrow E_0$ and suppose that $1 < p < \infty$. Put
\[
\mathcal{W}_p^1(J) := \mathcal{W}_p^1(J, (E_1, E_0)) := L_p(J, E_1) \cap W_2^1(\hat{J}, E_0).
\]
Then $B \in L_\infty(J, L(E_1, E_0))$ possesses the property of maximal $L_p$ regularity on $J$ with respect to $(E_1, E_0)$ if the map
\[
\mathcal{W}_p^1(J) \to L_p(J, E_0) \times E, \quad u \mapsto (\dot{u} + Bu, u(0))
\]
is a bounded isomorphism, where the overdot denotes the distributional derivative on $\hat{J}$, and $E$ is the real interpolation space $(E_0, E_1)_{1/p', p}$. Since (e.g., Theorem III.4.10.2 in [1])
\[
\mathcal{W}_p^1(J) \hookrightarrow C(\bar{J}, E),
\]
u(0) is well defined. The set of all such maps $B$ is denoted by
\[
\mathcal{M}_p^r(J) := \mathcal{M}_p^r(J, (E_1, E_0)).
\]
We also write $\mathcal{M} := \mathcal{M}(E_1, E_0)$ for the set of all $C \in \mathcal{L}(E_1, E_0)$ such that the constant map $t \mapsto C$ belongs to $\mathcal{M}_p(J)$. Since the latter property is independent of $p$ and the (bounded) interval (e.g., [2]), this notation is justified.

We are interested in the quasilinear evolution equation (1). By a solution on $J_T$, where $0 < T \leq T_0$, we mean a $u \in \mathcal{W}_p^1_{\text{loc}}(J_T)$ satisfying (1) in the sense of distributions on $\hat{J}_T$ or, equivalently, a.e. on $J_T$.

Henceforth, we write $C^{1\cdot}$ for spaces of locally Lipschitz continuous maps, and $C^{1\cdot}$ if the Lipschitz continuity is uniform on bounded subsets of the domain (which is always the case if the latter is finite dimensional).
Due to (2) it is natural to assume that

\[(A, f) \in C^1(E, L(E_1, E_0) \times E).\] (3)

Indeed, this type of assumption has been used in practically all investigations. In particular, Clément and Li [3] were the first to study (1) — in a concrete setting — by imposing the maximal regularity hypothesis that \(A(e) \in \mathcal{MR}\) for each \(e \in E\). Recently, Prüss [4] has extended this method to a nonautonomous abstract setting.

An assumption like (3) uses only part of the information contained in the statement: \(u \in W^{1,p}(J)\). Consequently, it imposes stronger restrictions on \((A, f)\) than the hypothesis that this map be defined on \(W^{1,p}(J)\), which, after all, is the space in which solutions live.

Considering a map

\[(A, f) : W^1_p(J) \to L_\infty(J, L(E_1, E_0)) \times L_p(J, E_0)\]

we say that it possesses the Volterra property if, given \(u \in W^1_p(J)\) and \(0 < T < T_0\), the restriction of \((A, f)u\) to \(J_T\) depends on \(u|_{J_T}\) only. Now we can formulate our main result, whose proof is found in [5].

**Theorem 1.1.** Suppose that

- \(A \in C^1(W^1_p(J), \mathcal{MR}_p(J))\);
- \(f - f(0) \in C^1(W^1_p(J), L_r(J, E_0))\) for some \(r \in (p, \infty]\), and \(f(0) \in L_p(J, E_0)\);
- \((A, f)\) possesses the Volterra property;
- \(u^0 \in E\).

Then:

- there exist a maximal \(T^* \in (0, T_0]\) and a unique solution \(u\) of (1) on \(J^* := J_{T^*}\);
- the map \((A, f, u^0) \mapsto u\) is locally Lipschitz continuous with respect to the natural Fréchet topologies of the spaces occurring above;
- if \(u \in W^1_p(J^*)\), then \(J^* = J\), that is, \(u\) is global.

The following proposition gives two important sufficient conditions for maximal regularity in the nonautonomous case.

**Proposition 1.1.**

(i) If \(B \in C(\overline{J}, \mathcal{MR})\), then \(B \in \mathcal{MR}_p(J)\).
(ii) Let $V \overset{d}{\hookrightarrow} H \overset{d}{\hookrightarrow} V'$ be real Hilbert spaces and let $B \in L_{\infty}(J, \mathcal{L}(V, V'))$ be such that there exist constants $\alpha > 0$ and $\beta \geq 0$ with

$$\langle v, B(t)v \rangle + \beta \|v\|_H^2 \geq \alpha \|v\|_V^2, \quad \text{a.a. } t \in J, \ v \in V,$$

where $\langle \cdot, \cdot \rangle : V \times V' \to \mathbb{R}$ is the duality pairing. Then $B$ belongs to $\mathcal{MR}_2(J, (V, V'))$.

Proof. (i) has been shown in [6] by constructing an evolution family. A simple direct proof is given in [2].

(ii) is a consequence of the well known Galerkin approach to evolution equations in a variational setting, essentially due to J.-L. Lions (see [5] for details).

2. Parabolic boundary value problems: weak settings

Throughout the rest of this paper we suppose (at least) that

- $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^n$, where $n \geq 2$;
- $\Gamma_0$ is a measurable subset of its boundary $\Gamma$.

We put $\Gamma_1 := \Gamma \setminus \Gamma_0$ and denote by $\chi : \Gamma \to \{0, 1\}$ the characteristic function of $\Gamma_1$ so that $\Gamma_j = \chi^{-1}(j)$ for $j = 0, 1$. The pair $(\Omega, \chi)$ is said to be regular if $\Gamma$ is a $C^2$ manifold and $\chi$ is continuous. Note that then $\Gamma_0$ and $\Gamma_1$ are open as well as closed in $\Gamma$.

The trace operator for $\Gamma$ is denoted by $\gamma$, and $\nu = (\nu^1, \ldots, \nu^n)$ is the outward unit normal. Moreover,

$$\langle u, v \rangle := \int_{\Omega} u \cdot v \, dx, \quad \langle \varphi, \psi \rangle_{\Gamma} := \int_{\Gamma} \varphi \cdot \psi \, d\sigma$$

with $d\sigma$ being the volume measure of $\Gamma$, whenever the right hand sides are well defined. We also set $Q := \Omega \times J$ and $\Sigma := \Gamma \times J$, as well as $\Sigma_j := \Gamma_j \times J$ for $j = 0, 1$.

For $1 < q < \infty$ we put

$$H_{q,B}^{1} := \{ u \in H^1_q(\Omega) : (1-\chi)\gamma u = 0 \} = \{ u \in H^1_q(\Omega) : u|\Gamma_0 = 0 \}$$

and

$$H_{q,B}^{-1} := (H_{q,B}^{1})',$$

where the dual space is determined with respect to the duality pairing naturally induced by $\langle \cdot, \cdot \rangle$. If $I$ is a nontrivial interval and $1 < p, q < \infty$, then

$$\mathcal{H}_{p,q}^{1,1}(I) := \mathcal{W}_p^1(I, (H_{q,B}^{1}, H_{q,B}^{-1}))$$
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and \( H^{1,1}_{p,q} := \mathcal{H}^{1,1}_{p,q}(J) \). Moreover, \( H^{1,1}(I) := \mathcal{H}^{1,1}_{2,2}(I) \) and \( H^s_B := H^s_{2,B} \).

If \((\Omega, \chi)\) is regular and \(1 < r < \infty\), then we put

\[
B^s_{q,r,B} := \begin{cases}
\{ u \in B^s_{q,r} (\Omega) ; (1 - \chi)\gamma u = 0 \}, & 1/q < s < 1, \\
B^s_{q,r} (\Omega), & -1 + 1/q < s < 1/q, \\
(B^{-s}_{q',r'}(\Omega))', & -1 < s < -1 + 1/q,
\end{cases}
\]

where \( B^s_{q,r}(\Omega) \) are the usual Besov spaces on \( \Omega \) and the dual space is again determined by \( \langle \cdot, \cdot \rangle \). Interpolation theory implies

\[
(H^{-1}_{q,B}, H^1_{q,B})^{1/p',p} \cap B^0_{2,2} (\Omega) =: B^0_{2,2,B}. \tag{6}
\]

Hence, by the trace theorem (e.g., Theorem III.4.10.2 in [1]),

\[
\mathcal{H}^{1,1}_{p,q}(f) \hookrightarrow C_0(\overline{T}, B^{1-2/p}_{q,p,B}), \quad 2/p + 1/q \notin \{1, 2\}, \tag{7}
\]

provided \((\Omega, \chi)\) is regular if \((p, q) \neq (2, 2)\), where \( C_0 \) is the space of continuous functions vanishing at infinity.

We shall apply Theorem 1.1 to quasilinear initial boundary value problems of the following prototypical form:

\[
\begin{aligned}
\partial_t u + A(u)u &= f(u) \quad \text{in } Q, \\
B(u)u &= g(u) \quad \text{on } \Sigma, \\
u(\cdot, 0) &= u^0 \quad \text{on } \Omega,
\end{aligned}
\tag{8}
\]

where, using the summation convention,

\[
A(u)v := -\partial_j (a_{jk}(u)\partial_k v + a_j(u)v) + c_j(u)\partial_j v
\]

and

\[
B(u)v := \chi v^j (a_{jk}(u)\partial_k v + a_j(u)v) + (1 - \chi)v.
\]

Here \( a_{jk}, a_j, c_j, f, \) and \( g \) are real-valued functions whose regularity properties are specified below and the boundary operator \( B(u) \) is to be understood in the sense of traces, of course.

We assume that

\[
\bullet \quad a_{jk} = a_{kj} \in \begin{cases}
C^{1,1}_{\text{Volb}}(\mathcal{H}^{1,1}_{p,q}; C(J, C(\overline{\Omega}))), & \text{if } (\Omega, \chi) \text{ is regular}, \\
C^{1,1}_{\text{Volb}}(\mathcal{H}^{1,1}, L_\infty(J, L_\infty(\Omega))), & \text{otherwise},
\end{cases} \tag{9}
\]
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\[ a_j, c_j \in C^1_{\text{Vol}}(H^{1,1}_{p,q}, L^\infty(J, L^\infty(\Omega))), \]  

(10)

where \( C^1_{\text{Vol}} \) means that we consider only those elements in \( C^1 \) which possess the Volterra property. We also assume that

- there exists \( \alpha \in (0, 1] \) such that
  \[ \alpha |\xi|^2 \leq a_{jk}(u)|\xi|^2 \leq |\xi|^2/\alpha \]
  for \( u \in H^{1,1}_{p,q}, \xi \in \mathbb{R}^n, \text{a.e. in } Q. \)

(11)

For abbreviation, we define \( R(\Gamma) \) by

\[
R(\Gamma) := \begin{cases}
W^{-1/q}(\Gamma), & \text{if } (\Omega, \chi) \text{ is regular,} \\
L_2(\Gamma) & \text{otherwise.}
\end{cases}
\]

Finally, we suppose that

- \( p < r \leq \infty; \)
- \( (f, g) - (f, g)(0) \in C^1_{\text{Vol}}(H^{1,1}_{p,q}, L_r(J, H^{-1}_{q,B} \times R(\Gamma))); \)
- \( (f, g)(0) \in L_p(J, H^{-1}_{q,B} \times R(\Gamma)). \)

(12)

With boundary value problem (8) we associate its Dirichlet form \( a \), defined by

\[
a(u)(v, w) := \langle \partial_j w, a_{jk}(u)\partial_\gamma v + a_j(u)v \rangle + \langle w, c_j(u)\partial_j v \rangle
\]

for \( u \in H^{1,1}_{p,q} \) and \( (v, w) \in H^1_{q,B} \times H^{1,1}_{q,B'}. \)

Suppose that

- \( 2/p + 1/q \notin \{1, 2\}; \)
- \( \text{either } p = q = 2 \text{ or } (\Omega, \chi) \text{ is regular}; \)
- \( u^0 \in B^{1-2/p}_{2,q,B}. \)

(13)

By an \( L_p(H^1_q) \) solution of (8) on \( J_T \), where \( 0 < T \leq T_0 \), we mean a \( u \in H^{1,1}_{p,q,\text{loc}}(J_T) \) satisfying \( u(0) = u^0 \) and

\[ \langle v, \dot{u} \rangle + a(u)(u, v) = \langle v, f(u) \rangle + \langle \chi v, g(u) \rangle_\Gamma \]

for each \( v \in H^1_{q,B} \) and a.e. in \( J_T. \) An \( L_2(H^1_q) \) solution is simply said to be a \textit{weak solution}.

**Theorem 2.1.** Let assumptions (4) and (9)–(12) be satisfied. Then problem (8) has a unique maximal \( L_p(H^1_q) \) solution \( u^* \). The maximal interval of existence, \( J^* \), is open in \( J. \) If \( u^* \in H^{1,1}_{p,q}(J^*), \) then \( u^* \) is global, that is, \( J^* = J. \)
Proof. Set \((E_1, E_0) := (H^{1,q}_{q,B}, H^{-1}_{q,B})\). Denote by \(A(u) \in \mathcal{L}(E_1, E_0)\) the linear operator induced by the bilinear form \(a(u)\) for \(u \in W^{1,1}_{p,q}\). It follows from assumptions (9)–(11), Proposition 1.1, and known results concerning maximal regularity for linear parabolic boundary value problems (cf. the Appendix in [7]) that

\[
A \in C^1_{\text{Vol}}(\mathcal{H}^{1,1}_{p,q}, \mathcal{M}R_p(J, (E_1, E_0))).
\]

Denote by \(\gamma' \in \mathcal{L}(W^{-1/q,q}_{q}(\Gamma), H^{-1}_{q,B})\) the dual operator of the trace map \(\gamma \in \mathcal{L}(H^{1/q}_{q,B}, W^{1/q}_{q}(\Gamma))\), if \((\Omega, \chi)\) is regular, and the dual in \(\mathcal{L}(L_2(\Gamma), H^{-1}_B)\) of \(\gamma \in \mathcal{L}(H^1_B, L_2(\Gamma))\) otherwise. Then \(f := f + \gamma' \chi g\) is well defined, and (12) implies \(f(0) \in L_p(J, E_0)\) and

\[
f - f(0) \in C^1_{\text{Vol}}(\mathcal{H}^{1,1}_{p,q}, L_r(J, E_0)).
\]

Thus, thanks to (5) and (13), the hypotheses of Theorem 1.1 are satisfied. Clearly, \(u\) is an \(L_p(H^{1}_q)\) solution of (8) on \(J^T\) iff \(u \in W^{1,1}_{p,\text{loc}}(J^T, (E_1, E_0))\) and \(u\) solves (1). Thus the assertion follows from Theorem 1.1.

Corollary 2.1. Suppose that \(a_{jk}(u^*) \in C(J^*, C(\Omega))\) if \((p, q) \neq (2, 2)\)

and

\[
(f, g)(u^*) \in L_p(J^*, H^{-1}_{q,B} \times L_\sigma(\Gamma)).
\]

Then \(u^*\) is global.

Proof. Note that \(u^*\) is a solution of the linear problem

\[
\dot{u} + A(u^*)u = f(u^*) \text{ in } J^*, \quad u(0) = u^0,
\]

where \(A(u^*) \in \mathcal{M}R_p(J^*, (E_1, E_0))\). Hence maximal regularity implies that \(u^* \in W^{1}_p(J^*, (E_1, E_0))\). Thus the assertion is a consequence of the last assertion of Theorem 1.1.

We refrain from giving the precise formulation of the continuity assertion in the present setting. Instead we refer to [7]. In that paper the case of strongly coupled systems is treated as well.
3. Model problems

Let \( M \) be a \( \sigma \)-compact metric space endowed with a positive Radon measure. Then we denote by \( \text{Car}(M \times \mathbb{R}^k, \mathbb{R}^\ell) \) the set of all Carathéodory functions \( f : M \times \mathbb{R}^k \to \mathbb{R}^\ell \). We write \( f \in \text{Car}^1(M \times \mathbb{R}^k, \mathbb{R}^\ell) \) if \( f \) is a Carathéodory function such that \( f(m, \cdot) \in C^1(\mathbb{R}^k, \mathbb{R}^\ell) \) for a.a. \( m \in M \). Moreover, given \( \lambda \in [1, \infty) \), we denote by \( \text{Car}_0,\lambda(M \times \mathbb{R}^k, \mathbb{R}^\ell) \) the set of all \( f \in \text{Car}(M \times \mathbb{R}^k, \mathbb{R}^\ell) \) such that \( f(\cdot, 0) = 0 \) and there exists a constant \( \kappa \) with

\[
|f(\cdot, \xi) - f(\cdot, \eta)| \leq \kappa (1 + |\xi|^{\lambda-1} + |\eta|^{\lambda-1}) |\xi - \eta|, \quad \xi, \eta \in \mathbb{R}^k.
\]

Finally, we write \( f \in \text{C}_0,1(M \times \mathbb{R}^k, \mathbb{R}^\ell) \) if \( f \in \text{C}(M \times \mathbb{R}^k, \mathbb{R}^\ell) \) and \( f(m, \cdot) \in C^1(\mathbb{R}^k, \mathbb{R}^\ell) \), uniformly with respect to \( m \in M \).

To indicate the scope of Theorem 2.1 we consider now some model problems. We restrict ourselves to rather simple settings and leave it to the interested reader to deduce more general results from that theorem.

First we assume that

1. assumption (4) holds;
2. \( a = a^\top \in \text{Car}^1(\Omega \times \mathbb{R}, \mathbb{R}^{n \times n}) \);
3. there exists \( \alpha \in (0, 1] \) such that
   \[
   \alpha |\xi|^2 \leq \xi \cdot a(x, \eta) \xi \leq |\xi|^2/\alpha
   \]
   for a.a. \( x \in \Omega \) and all \( (\xi, \eta) \in \mathbb{R}^n \times \mathbb{R} \).

We also assume that

1. \( \Omega' \) is a measurable subset of \( \Omega \);
2. \( 1 \leq \lambda < 1 + 4/n \) and \( f \in \text{Car}_{0,\lambda}(Q \times \mathbb{R}) \);
3. \( g \in \text{Car}_{0,\lambda}(\Sigma \times \mathbb{R}) \);
4. \( (f_0, g_0) \in L_2(Q) \times L_2(\Sigma) \).

Then we consider the nonlocal parabolic problem

\[
\begin{align*}
\partial_t u - \nabla \cdot (a(\cdot, \int_{\Omega'} u(x, \cdot) \, dx) \nabla u) &= f(\cdot, u) + f_0 & \text{in } Q, \\
u \cdot a(\cdot, \int_{\Omega'} u(x, \cdot) \, dx) \nabla u &= g(\cdot, u) + g_0 & \text{on } \Sigma_1, \\
u(\cdot, 0) &= u^0 & \text{on } \Omega.
\end{align*}
\]

**Theorem 3.1.** Problem (16) has for each \( u^0 \in L_2(\Omega) \) a unique maximal weak solution \( u^* \). If \( f^0 \), \( g^0 \), and \( u^0 \) are positive, then so is \( u^* \). If \( f \) and \( g \) are decreasing in the last variable, then \( u^* \) is global.
Proof. Taking into account (7) and appropriate embedding theorems of the form
\[ H^{1,1}(I) \hookrightarrow L_p(J, L_s(\Omega)), \]
which are deduced from Theorem 3 in [8], we infer from (14) and (15) that conditions (9), (11), and (12) are satisfied for \( p = q = 2 \), where
\[ a(u) := a(\cdot, \int_{\Omega^\prime} u(x, \cdot) \, dx) \]
and \((f, g)(u) := (f(\cdot, \cdot, u), g(\cdot, \cdot, \gamma u))\). Hence the first assertion is a consequence of Theorem 2.1. The second one follows from a weak form of the maximum principle. The weak maximum principle also allows us to show that \( f(u^*) \in L_p(J^*, H^{-1}_p) \) and \( g(u^*) \in L_p(J^*, L_p(\Gamma)) \), provided \( f \) and \( g \) are decreasing in the last variable. Thus Corollary 2.1 implies the global existence assertion. For details we refer to [7].

Of course, we can consider situations where \( f \) and \( g \) are nonlocal as well and where different entries of the diffusion matrix contain different nonlocal terms.

It should be noted that the model nonlinearities
\[ f(\cdot, \cdot, \xi) := a_0 |\xi|^{\lambda-1} \xi, \quad g(\cdot, \cdot, \xi) := b |\xi|, \quad \xi \in \mathbb{R}, \]
with \( a_0 \in L_\infty(Q) \) and \( b \in L_\infty(\Sigma) \), satisfy (15).

We mention that an application of the results in [4], based on hypothesis (3), would require \( \lambda = 1 \).

Problems of this type have been intensively studied by M. Chipot and coworkers (cf. [9]–[20]). More precisely, in those papers the differential equations in \( \Omega \) are either of the form
\[ \partial_t u - a(v, u) \Delta u + a_0 u = f_0, \]
where \( v \in L_2(\Omega) \), and the boundary conditions are linear and homogeneous, or the problems are semilinear with nonlocal lower order terms. (The Laplace operator can be replaced by a general second order elliptic operator.) It is crucial that \( a(v, u(\cdot, t)) \) is a pure function of \( t \), that is, independent of \( x \in \Omega \). The proofs, except the ones in [20], rely on Schauder’s fixed point theorem and are completely different from our approach. (In all those papers the asymptotic behavior of solutions is investigated as well, a problem we do not touch here.)
Now we strengthen the regularity assumptions on $\Omega$ and $a$ by assuming that

\begin{itemize}
  \item $(\Omega, \chi)$ is regular;
  \item $a = a^\top \in C^{0,1}(\Omega \times \mathbb{R}, \mathbb{R}^{n \times n})$;
  \item the uniform ellipticity condition (14)_3 is satisfied.
\end{itemize}

In addition, we suppose that

\begin{itemize}
  \item $b \in \text{Car}^{1}(\Omega \times \mathbb{R}, \mathbb{R}^{n \times n})$;
  \item $k \in L^{p}(\mathbb{R}^+, \mathbb{R})$ for some $p > 1$;
  \item $\mu$ is a bounded Radon measure on $\mathbb{R}^{+}$;
  \item $f \in \text{Car}^{1}(Q \times \mathbb{R}, \mathbb{R})$ with $f(\cdot, 0) = 0$;
  \item $g \in \text{Car}^{1}(\Sigma \times \mathbb{R}, \mathbb{R})$ with $g(\cdot, 0) = 0$.
\end{itemize}

Then we consider the quasilinear parabolic problem with memory:

\begin{equation}
\begin{aligned}
\partial_t u - \nabla \cdot (a(\cdot, \mu \ast u) \nabla u) \\
+ k \ast (\nabla \cdot b(\cdot, u) \nabla u) &= f(\cdot, u) + f_0 & \text{in } Q, \\
\nu \cdot a(\cdot, \mu \ast u) \nabla u &= g(\cdot, u) + g_0 & \text{on } \Sigma_1, \\
u \cdot a(\cdot, \mu \ast u) \nabla u &= g(\cdot, 0) & \text{on } \Sigma_0, \\
\partial_t u - \nabla \cdot (a(\cdot, \mu \ast u) \nabla u) \\
+ k \ast (\nabla \cdot b(\cdot, \mu \ast u) \nabla u) &= f(\cdot, u) + f_0 & \text{in } Q, \\
\nu \cdot a(\cdot, \mu \ast u) \nabla u &= g(\cdot, u) + g_0 & \text{on } \Sigma_1, \\
\partial_t u - \nabla \cdot (a(\cdot, \mu \ast u) \nabla u) \\
+ k \ast (\nabla \cdot b(\cdot, \mu \ast u) \nabla u) &= f(\cdot, u) + f_0 & \text{in } Q, \\
\nu \cdot a(\cdot, \mu \ast u) \nabla u &= g(\cdot, u) + g_0 & \text{on } \Sigma_1,
\end{aligned}
\end{equation}

where, given $u \in W^{1,1}_{\nu}(J_T)$, convolution $\ast$ is understood in the following sense:

\begin{equation}
\mu \ast u(t) := \int_{\mathbb{R}^+} \tilde{u}(t - \tau) \mu(d\tau), \quad t \in J_T,
\end{equation}

with $\tilde{u}|_{J_T} := u$ and $\tilde{u}|(-\mathbb{R}^+) := \mu$. Similarly,

\begin{align*}
k \ast (\nabla \cdot b(\cdot, u) \nabla u) := \int_{\mathbb{R}^+} k(\tau) \nabla \cdot (b(\cdot, \tilde{u}(t - \tau)) \nabla \tilde{u}(t - \tau)) \, d\tau.
\end{align*}

In particular, we can choose for $\mu$ the Dirac measure supported at $\{r\}$ for some $r > 0$. Then

\begin{align*}
a(\cdot, \mu \ast u(t)) &= a(\cdot, u(t - r))
\end{align*}

so that we obtain a quasilinear retarded problem with memory (if $k \neq 0$). If $r = 0$, then the leading second order term is local. Also note that we may choose $b := a$. Moreover, it suffices if $\pi$ is prescribed on the interval $(-S, 0]$ only if $\text{supp}(\mu) \cup \text{supp}(k) \subset [0, S)$. 
Theorem 3.2. Let assumptions \( (17) \) and \( (18) \) be satisfied and suppose that
\[
\frac{2}{p} + \frac{n}{q} < 1.
\] (21)
Then problem \( (19) \) has for each \( (f_0, g_0) \in L_p\left( J, H^{-\frac{1}{q}} \times W^{-\frac{1}{q}}(\Gamma) \right) \) and each
\[
\pi \in W^1_p\left( -\mathbb{R}^+, (H^1_{q,B}, H^{-\frac{1}{q}}_{q,B}) \right)
\]
a unique maximal \( L_p(H^1_q) \) solution \( u^* \), that is, \( u^* \in W^1_{p,loc}\left( (-\infty, T^*), (H^1_{q,B}, H^{-\frac{1}{q}}_{q,B}) \right) \).
If \( \text{supp}\, \mu \subset [r, S) \) for some \( r \in (0, S) \), then the unique maximal \( L_p(H^1_q) \) solution of
\[
\begin{align*}
\partial_t u - \nabla \cdot (a(\cdot, \mu * u) \nabla u) &= f_0 & \text{in } Q, \\
u \cdot a(\cdot, \mu * u) \nabla u &= g_0 & \text{on } \Sigma_1, \\
\nu \cdot a(\cdot, \mu * u) \nabla u &= 0 & \text{on } \Sigma_0, \\
u = \pi & \text{on } \Omega \times (-S, 0],
\end{align*}
\] (22)
is global.

Proof. Define \( \tilde{u} \) as in (20). Then, given \( u \in W^{1,1}_{p,q}(J_T) \) for \( 0 < T \leq T_0 \) and putting \( I_T := (-\mathbb{R}^+) \cup J_T \), one verifies that \( \tilde{u} \in W^{1,1}_{p,q}(I_T) \). It follows from (7), (21), and a Sobolev type embedding theorem that
\[
W^{1,1}_{p,q}(I_T) \hookrightarrow C_0(\overline{I_T}, C(\overline{\Omega})).
\] (23)
Thus, setting \( a(u) := a(\cdot, \mu * u) \), well known properties of convolutions and assumption (17) imply the validity of conditions (9) and (11). Similarly, we deduce from (18) that, setting
\[
f(u) := -k \ast \nabla \cdot (b(\cdot, u) \nabla u) + f(\cdot, u) + f_0
\]
and \( g(u) := g(\cdot, u) + g_0 \), that \( (f, g) \) satisfies (12). Thus the first assertion follows from Theorem 2.1. If \( (f, g) = (f_0, g_0) \), that is, in case of problem (22), it is an easy consequence of (23) that Corollary 2.1 is applicable to give global existence.

It should be remarked that problems like (19) cannot be treated at all by theorems invoking hypotheses of type (3).

There is a large literature on parabolic equations involving delays and memory terms. However, most of it concerns semilinear equations (e.g., [21], [22]). Very little seems to be known about an \( L_p \) theory for quasilinear equations with memory terms in the top order part (see [23] and
the references therein, and [24]). In fact, we do not know of any result for quasilinear equations in which (nondistributed) delay terms occur within the diffusion matrix.

4. Parabolic boundary value problems: strong settings

Throughout this section we suppose that

- \((\Omega, \chi)\) is regular. \((24)\)

We set

\[
Bu := \chi \partial_\nu u + (1 - \chi) \gamma u
\]

and

\[
H_{q,B}^2 := \{ u \in H_{q}^2(\Omega) \mid Bu = 0 \},
\]

as well as

\[
B_{q,p,B}^s := \begin{cases}
\{ u \in B_{q,p}^s(\Omega) \mid Bu = 0 \}, & 1 + 1/q < s < 2, \\
\{ u \in B_{q,p}^s(\Omega) \mid (1 - \chi) \gamma u = 0 \}, & 1/q < s < 1 + 1/q,
\end{cases}
\]

for \(1 < p, q < \infty\). It is known that

\[
(L_q, H_{q,B}^2)_{1/p',p} \cong B_{q,p,B}^{2-2/p}, \quad \frac{2}{p} + \frac{1}{q} \neq \{1, 2\},
\]

(25)

and \(B_{q,p,B}^{1/2} = H_{B}^1\).

We also put

\[
H_{p,q}^{1,2} := \mathcal{W}^{1,2}_p(I, (H_{q,B}^2, L_q)), \quad \mathcal{H}^{1,2}_{p,q} := \mathcal{H}^{1,2}_{p,q}(J).
\]

Then we assume that

- \(1 < p, q < \infty\), \(2/p + 1/q \notin \{1, 2\}\);
- \(a_{jk} = a_{kj} \in C^1_{\text{Vol}}(H_{p,q}^{1,2}; C(J, C(\Omega)))\), \(1 \leq j, k \leq n\);
- condition (11) is satisfied for \(u \in \mathcal{H}_{p,q}^{1,2}\), \((26)\)

and put

\[
\mathcal{A}(u)v := -a_{jk}(u) \partial_j \partial_k v.
\]

Lastly, we assume that

- \(f - f(0) \in C^1_{\text{Vol}}(H_{p,q}^{1,2}; L_r(J, L_q))\) for some \(r \in (p, \infty]\);
- \(f(0) \in L_p(J, L_q)\);
- \(u^0 \in B_{q,p,B}^{2-2/p}\). \((27)\)
Then we consider the parabolic initial boundary value problem
\[\begin{align*}
\partial_t u + A(u)u &= f(u) \quad \text{in } Q, \\
Bu &= 0 \quad \text{on } \Gamma, \\
u(\cdot, 0) &= u^0 \quad \text{on } \Omega.
\end{align*}\] (28)

By an $L^p(H^2_q)$ solution of it on $J_T$, where $0 < T \leq T_0$, we mean a function $u \in W^{1,2}_{p,q,\text{loc}}(J_T)$ satisfying (28) pointwise a.e.

**Theorem 4.1.** Let assumptions (24), (26), and (27) be satisfied. Then problem (28) has a unique maximal $L^p(H^2_q)$ solution $u^*$. The maximal interval of existence, $J^*$, is open in $J$. If $u^* \in H^{1,2}_{p,q}(J^*)$, then $u^*$ is global, that is, $J = J^*$.

**Proof.** Set $(E_1, E_0) := (H^2_q, L_q)$ and define $A(v)$ by $A(v)u := A(v)u$ for $u, v \in H^{1,2}_{p,q}$. It follows from assumption (26), Theorem 8.2 in [25], and Proposition 1.1(i) that
\[A \in C^{1-}_{\text{Volh}}(W^{1,2}_{p,q}, M\mathcal{R}_p(J,(E_1, E_0))).\]

Due to (25) and assumption (27) the assertion now follows from Theorem 1.1. \qed

In order to illustrate the power of this theorem we consider two simple model cases. For this we suppose that
\[\begin{align*}
& a_{jk} = a_{kj} \in C^{0,1}_n(\Omega' \times R, R); \\
& \text{the uniform ellipticity condition (14)$_3$ is satisfied for } a := [a_{jk}].
\end{align*}\] (29)

We consider a nonlocal problem where the diffusion matrix and the nonlinearity depend on the gradient of the solution.

**Theorem 4.2.** Let assumptions (24) and (29) be satisfied. Suppose that $\Omega'$ and $\Omega''$ are measurable subsets of $\Omega$, that $1 \leq \lambda < n/(n - 2)$, and that $f_1 \in \text{Car}_{0,\lambda}(Q \times R, R)$ and $f_2 \in \text{Car}_{1}(Q \times R, R)$. Define the map $f : Q \times R \times R \to R$ by
\[f(x, t, \xi, \eta) := f_1(x, t, \xi) + f_2(x, t, \eta), \quad (x, t) \in Q, \quad \xi, \eta \in R.\] (30)
Then, given \( f_0 \in L^2(Q) \) and \( u^0 \in H^1_B \), there exists a unique maximal \( L^2(H^2) \) solution of
\[
\partial_t u - a_{jk}(\cdot, \int_{\Omega'} |\nabla u|^2 \, dx) \partial_j \partial_k u = f(\cdot, \cdot, u, \int_{\Omega''} |\nabla u|^2 \, dx) + f_0 \quad \text{in } Q, \\
u = 0 \quad \text{on } \Sigma_0, \\
\partial_{\nu} u = 0 \quad \text{on } \Sigma_1, \\
u(\cdot, 0) = u^0 \quad \text{on } \Omega.
\]

Proof. Define \( A(u) \) and \( f(u) \) by
\[
A(u) := -a_{jk}(\cdot, \int_{\Omega'} |\nabla u|^2 \, dx) \partial_j \partial_k \\
and \\
f(u) := f(\cdot, \cdot, u, \int_{\Omega''} |\nabla u|^2 \, dx) + f_0
\]
for \( u \in H^{1,2} \). It follows from (2), (25), and Sobolev’s embedding theorem that
\[
H^{1,2} \hookrightarrow C(J, H^1) \hookrightarrow C(J, L^{2^*})
\]
where \( 2^* := 2n/(n-2) \) if \( n > 2 \), and \( 2^* \in (2, \infty) \) if \( n = 2 \). Using these facts, it is easy to verify that \( A \) and \( f \) satisfy the assumptions specified in (26) and (27), respectively. Hence Theorem 4.1 implies the assertion. \( \square \)

In the following particularly simple case it is easy to prove global existence.

Theorem 4.3. Suppose that \( a \in C^1(\mathbb{R}, \mathbb{R}) \) and there exists \( \alpha \in (0, 1] \) such that \( \alpha \leq a(\xi) \leq 1/\alpha \) for \( \xi \in \mathbb{R} \). Also suppose that \( f_1, f_2 \in \text{Car}^1(\Omega \times \mathbb{R}, \mathbb{R}) \) are uniformly bounded, and define \( f \) by (30). Then, given \( f_0 \in L^2(\Omega) \) and \( u^0 \in H^1_B \), there exists a unique global \( L^2(H^2) \) solution of

\[
\begin{aligned}
\partial_t u - a(\int_{\Omega'} |\nabla u|^2 \, dx) \Delta u &= f(\cdot, u, \int_{\Omega''} |\nabla u|^2 \, dx) + f_0 \quad \text{in } Q, \\
u &= 0 \quad \text{on } \Sigma_0, \\
\partial_{\nu} u &= 0 \quad \text{on } \Sigma_1, \\
u(\cdot, 0) &= u^0 \quad \text{on } \Omega.
\end{aligned}
\]

Proof. Theorem 4.2 guarantees that this boundary value problem possesses a unique maximal solution \( u^* \in H^{1.1}_{\text{loc}}(J^*) \), where \( J^* = [0, T^*) \) with \( T^* \in (0, T] \). Set
\[
a^*(t) := a\left(\int_{\Omega'} |\nabla u(x,t)|^2 \, dx\right)
\]
and
\[ g^*(t) := \left( f(\cdot, u^*(\cdot, t), \int_{\Omega} |\nabla u^*(x, t)|^2 \, dx) + f_0 \right) / a^*(t) \]
for \( t \in J^* \). Also put
\[ \alpha(\tau) := \int_0^\tau \frac{ds}{a^*(s)}, \quad \tau \in J^*, \]
and \( \tau^* := t^* \) if \( \alpha(t^*) \leq t^* \), whereas \( \tau^* := \alpha^{-1}(t^*) \) otherwise. In addition, set \( g(t) := g^*(t) \) for \( 0 \leq t < t^* \), and \( g(t) := 0 \) if \( t^* < t < \tau^* \). Observe that \( g \in L_2(0, \tau^*), L_2) \). Hence, by maximal regularity, the linear boundary value problem
\[
\begin{aligned}
\partial_t w - \Delta w &= g & \text{in } \Omega \times (0, \tau^*), \\
\mathcal{B}w &= 0 & \text{on } \Gamma \times (0, \tau^*), \\
w(\cdot, 0) &= u_0 & \text{on } \Omega
\end{aligned}
\]  
(32)
has a unique solution \( w \in H^{1,2}(0, \tau^*) \). Put \( v(\tau) := u(\alpha(\tau)) \) for \( \tau \in J_{\tau^*} \). Then one verifies that \( v \) is an \( L_2(H^2) \) solution of (32) on \( [0, \tau^*) \). Thus, by uniqueness, \( w \geq v \). Consequently, \( v \in H^{1,2}(0, \tau^*) \). From this we deduce that \( u = v \circ \alpha^{-1} \in H^{1,2}(J^*) \). Now \( J^* = J \) follows from the last part of Theorem 4.1.

This theorem generalizes the existence and uniqueness result of [26], where (32) is studied — again by different methods — in the case where \( f = 0 \) and \( \Gamma_1 = \emptyset \).

It should be clear from the considerations in the preceding section that, by assuming that \( 2/p + n/q < 1 \), we can treat differential equations of the form
\[
\partial_t u - a_{jk}(\cdot, u, \mu \ast \nabla u) \partial_j \partial_k u = f(\cdot, \cdot, u, \nabla u),
\]
for example, subject to homogeneous boundary conditions. We leave this to the interested reader.
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