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Abstract

The Ewens sampling formula is a family of measures on permutations, that arises in population genetics, Bayesian statistics and many other applications. This family is indexed by a parameter $\theta > 0$; the usual uniform measure is included as the special case $\theta = 1$. Under the Ewens sampling formula with parameter $\theta$, the process of cycle counts $(C_1(n), C_2(n), \ldots, C_n(n), 0, 0, \ldots)$ converges to a Poisson process $(Z_1, Z_2, \ldots)$ with independent coordinates and $\mathbb{E}Z_j = \theta/j$. Exploiting a particular coupling, we give simple explicit upper bounds for the Wasserstein and total variation distances between the laws of $(C_1(n), \ldots, C_b(n))$ and $(Z_1, \ldots, Z_b)$. This Poisson approximation can be used to give simple proofs of limit theorems with bounds for a wide variety of functionals of such random permutations.
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The Ewens sampling formula is a family of measures on permutations,
that arises in population genetics, Bayesian statistics and many other
applications. This family is indexed by a parameter \( \theta > 0 \); the usual
uniform measure is included as the special case \( \theta = 1 \). Under the Ewens
sampling formula with parameter \( \theta \), the process of cycle counts
\( (C_1(n), C_2(n), \ldots, C_k(n), 0, 0, \ldots) \) converges to a Poisson
process \( (Z_1, Z_2, \ldots) \) with independent coordinates and \( \mathbb{E}Z_j = \theta/j \).
Exploiting a particular coupling, we give simple explicit upper bounds for the Wasser-
stein and total variation distances between the laws of \( (C_1(n), \ldots, C_k(n)) \)
and \( (Z_1, \ldots, Z_k) \). This Poisson approximation can be used to give simple
proofs of limit theorems with bounds for a wide variety of functionals
of such random permutations.

1. Introduction. The Ewens sampling formula with parameter \( \theta > 0 \)
may be thought of as the measure on \( \mathscr{S}_n \), the permutations of \( \{1, 2, \ldots, n\} \),
whose density with respect to uniform measure is proportional to \( \theta^k \), where \( k \)
is the number of cycles in the permutation. The probability of the set
of permutations having cycle index \( (a_1, a_2, \ldots, a_n) \in \mathbb{Z}_+^n \) (i.e., having \( a_j \) cycles of
length \( j \), for \( j = 1, \ldots, n \)) is

\[
P_n(a_1, \ldots, a_n) = \frac{n!}{\theta(n)} \prod_{j=1}^{n} \binom{\theta}{j} a_j \frac{1}{j!} \left( \sum_{l=1}^{n} al = n \right),
\]

where \( \mathbb{Z}_+ = \{0, 1, \ldots\} \) and

\[
x_{(n)} = x(x + 1) \cdots (x + n - 1), \quad x_{(0)} = 1.
\]

This formula was derived by Ewens (1972) in the context of population
genetics, where \( a_j \) is the number of alleles represented by \( j \) genes in a sample
of \( n \) genes, and by Antoniak (1974) in a Bayesian nonparametric statistics
setting. The special case \( \theta = 1 \) corresponds to each permutation being equally
likely.

We let \( C_j(n) \) be the number of cycles of size \( j \) in an \( n \)-permutation. Under
the Ewens sampling formula for fixed \( \theta \), the finite-dimensional distributions
of \( (C_1(n), C_2(n), \ldots) \) converge to those of a Poisson process on \( \mathbb{N} = \{1, 2, \ldots\} \), as
the following result shows.
THEOREM 1. For $j = 1, 2, \ldots$ let $C_j(n)$ denote the number of cycles of length $j$ in an $n$-permutation following distribution $P_n$, so that $C_j(n) + 2C_2(n) + \cdots = n$. The process of cycle counts converges in distribution to a Poisson process on $\mathbb{N}$ with intensity $\theta/j$. That is, as $n \to \infty$,

$$(C_1(n), C_2(n), \ldots) \Rightarrow (Z_1, Z_2, \ldots)$$

where the $Z_j$, $j = 1, 2, \ldots$, are independent Poisson-distributed random variables with

$$\mathbb{E}(Z_j) = \frac{\theta}{j}.$$

PROOF. For integers $0 \leq l \leq m$, define

$$(2) \quad T_{lm} = (l + 1)Z_{l+1} + (l + 2)Z_{l+2} + \cdots + mZ_m,$$

with $T_{mm} = 0$. Choose $b \in \{1, \ldots, n\}$ and nonnegative integers $a_1, \ldots, a_b$ satisfying $a_1 + 2a_2 + \cdots + ba_b = a \leq n$. Let $C_b(n) = (C_1(n), \ldots, C_b(n))$, $Z_b = (Z_1, \ldots, Z_b)$ and $a = (a_1, \ldots, a_b)$. It follows from (1) [see also the discussion after (36)] that

$$(3) \quad \mathbb{P}(C_b(n) = a) = \mathbb{P}(Z_b = a|T_{0n} = n) = \frac{\mathbb{P}(Z_b = a|T_{bn} = n-a)\mathbb{P}(T_{bn} = n-a)}{\mathbb{P}(T_{0n} = n)},$$

so the result will follow if we can show that as $n \to \infty$,

$$(4) \quad \mathbb{P}(T_{bn} = n-a)/\mathbb{P}(T_{0n} = n) \to 1.$$

The probability generating function of $T_{bn}$ is

$$\mathbb{E}x^{T_{bn}} = \exp\left(\frac{-\theta}{\sum_{j=b+1}^{n} 1/j}\right)\exp\left(\frac{\sum_{j=b+1}^{n} x^j/j}{\sum_{j=1}^{n} x^j/j}\right).$$

If we define $g_{n-a} = \exp(\theta\sum_{j=b+1}^{n} 1/j)\mathbb{P}(T_{bn} = n-a)$ and $f(x) = \exp(-\theta\sum_{j=1}^{b} x^j/j)$, then

$$(5) \quad g_{n-a} = [x^{n-a}]\exp\left(\frac{\theta}{\sum_{j=b+1}^{n} x^j/j}\right)$$

$$= [x^{n-a}]\exp\left(\frac{\theta}{\sum_{j=b+1}^{\infty} x^j/j}\right)$$

$$= [x^{n-a}]\exp\left(\frac{\theta}{\sum_{j=1}^{\infty} x^j/j}\right)\exp\left(-\theta\sum_{j=1}^{b} x^j/j\right)$$

$$= \frac{1}{(n-a)!}(f(1)\theta_{(n-a)} - f'(1)(\theta - 1)_{(n-a)} + \cdots)$$

$$= \frac{\theta(1-n-a)}{(n-a)!}\exp\left(-\theta\sum_{j=1}^{b} 1/j\right)\left(1 + \frac{b\theta(\theta - 1)}{\theta + n - a - 1} + O(n^{-2})\right).$$
the last two equalities following from Darboux’s method [cf. Wilf (1990), Chapter 5]. Since

\[ \mathbb{P}(T_{0,n} = n) = \frac{\theta(n)}{n!} \exp \left( -\theta \sum_{j=1}^{n} 1/j \right), \]

we see that as \( n \to \infty, \)

\[ \frac{\mathbb{P}(T_{bn} = n - a)}{\mathbb{P}(T_{0,n} = n)} = \frac{n! \theta(n-a)}{(n-a)! \theta(n)} \left( 1 + O(n^{-1}) \right). \]

Thus (4) holds, and the proof is complete. \( \square \)

**Remark.** This result may also be established by the method of moments using the results of Watterson (1974); the case \( \theta = 1 \) is described in Arratia and Tavaré (1992a). The present proof is included because the asymptotic expansion (5) is used later. In the case \( \theta = 1 \), the theorem is due to Kolchin (1971); see also Goncharov (1944).

In this paper we provide explicit estimates on the distance between the distribution of \( (C_n, C^b_n, \ldots) \) and the law of \( (Z_1, Z_2, \ldots) \), the independent Poisson components of Theorem 1. Specifically, for \( 1 \leq b \leq n \) we will estimate the distance \( d^w_b(n) \) between \( C^b_n \equiv (C_n, \ldots, C^b_n) \) and \( Z_b = (Z_1, \ldots, Z_b) \) in the Wasserstein \( \ell_1 \) metric, defined by

\[ d^w_b(n) = \inf \sum_{j=1}^{b} \mathbb{E} \left| C_j(n) - Z_j \right|, \]

where the infimum in (7) is taken over all couplings of \( C^b(n) \) and \( Z_b \) on a common probability space. In Theorem 2 we prove that

\[ d^w_b(n) \leq \frac{b\theta}{\theta + n - b} \left( \theta + \frac{n}{\theta + n} \right), \]

and that \( d^w_n(n) \) is uniformly bounded in \( n \). The use of these estimates to prove limit theorems for functionals of the cycle counting process is the subject of Arratia and Tavaré (1992b).

The coupling exploited in the proof of Theorem 2 may also be used to estimate \( d^b(n) \), the total variation distance between the law of \( C^b(n) \) and the law of \( Z_b \), defined by

\[ d^b(n) = \| \mathcal{L}(C^b(n)) - \mathcal{L}(Z_b) \| \]

\[ = \sup_{A \subseteq Z_b^+} \left| \mathbb{P}(C^b(n) \in A) - \mathbb{P}(Z_b \in A) \right| \]

\[ = \inf_{\text{couplings}} \mathbb{P}(C^b(n) \neq Z_b). \]

In Theorem 3 we prove that \( d^b(n) \to 0 \) if and only if \( b = o(n) \), and that in any case,

\[ d^b(n) \leq \frac{b\theta}{\theta + n} \left( \theta + \frac{n}{\theta + n - b} \right). \]
For the case \( \theta = 1 \), the result \( d_i(n) \leq 2b/n \) was proved by Diaconis and Pitman (1986) and independently by Barbour (1990). When \( \theta = 1 \), the bound in (11) may be much improved. Arratia and Tavaré (1992a) show that if \( b/n \to 0 \), then \( d_i(n) \to 0 \) superexponentially fast relative to \( n/b \).

### 2. The Chinese restaurant process.

There are several couplings of permutations of \( (1, 2, \ldots, n) \) for different values of \( n \) that preserve interesting features of the cycle structure. One of these is known as the “Chinese restaurant process” [Dubins and Pitman, quoted in Aldous (1985)]; a second is the Feller coupling.

The Chinese restaurant process generates permutations of size \( 1, 2, \ldots \) sequentially, as follows. Define independent random variables \( A_1, A_2, \ldots \) with distributions determined by

\[
\mathbb{P}(A_i = j) = \begin{cases} 
\frac{\theta}{\theta + i - 1}, & j = i, \\
\frac{1}{\theta + i - 1}, & j = 1, 2, \ldots, i - 1.
\end{cases}
\]

The sequence \( A_1, A_2, \ldots \) is used sequentially to generate the cycles of a permutation. The integer 1 starts a cycle. The integer 2 is placed to the right of 1 (in the same cycle) with probability \( 1/(\theta + 1) \), or begins a new cycle with probability \( \theta/(\theta + 1) \). Suppose then that the first \( n - 1 \) integers have been assigned to cycles. Integer \( n \) starts a new cycle with probability \( \mathbb{P}(A_n = n) = \theta/(\theta + n - 1) \), or is placed to the right of integer \( j \) with probability \( \mathbb{P}(A_n = j) = 1/(\theta + n - 1), j = 1, \ldots, n - 1 \). A simple calculation shows that for any \( \pi \in \mathcal{S}_n \) having \( k \) cycles,

\[
\mathbb{P}(\pi) = \frac{\theta^k}{\theta_n},
\]

so that the probability of the set of permutations with cycle index \( (a_1, \ldots, a_n) \) is given by (1); see Joyce and Tavaré (1987) and Diaconis and Pitman (1986). Note that there is an ordering of the cycles produced this way; the first cycle contains the integer 1, the second cycle contains the smallest integer not in the first cycle and so on.

The Chinese restaurant process is an elaboration of couplings which generate only the partition associated with the cycle decomposition of a permutation. These couplings for the partition structure appeared in several guises. Bollobás (1985), Theorem 25, discusses the case of uniform random permutations. Blackwell and McQueen (1973) and Hoppe (1984) address the connection with certain urn models. Ewens (1972), Hoppe (1984), Donnelly (1986), Donnelly and Tavaré (1986), Hoppe (1987) and Tavaré (1987) discuss applications to population genetics, where several approaches to the study of large cycles (i.e., those with size comparable to \( n \)) are described, albeit in the language of population genetics. Some other couplings are discussed in Goldie (1989).
This coupling has the property that once the integers \( i \) and \( j \) are assigned to a common cycle, they remain so for ever after. However, the cycle lengths themselves change continually. In the next section we describe an alternative coupling in which cycle lengths remain frozen as \( n \) increases.

3. The Feller coupling. Let \( \xi_1, \xi_2, \ldots \) be independent Bernoulli random variables with distribution given by

\[
(13) \quad p_j = \mathbb{P}(\xi_j = 1) = \frac{\theta}{\theta + j - 1}, \quad j = 1, 2, \ldots
\]

We use the \( \xi \) sequence in the order \( \xi_n, \xi_{n-1}, \ldots, \xi_1 \) to construct an \( n \) permutation with ordered cycles as follows. Start with 1 in the first cycle. If \( \xi_n = 1 \), we finish that cycle and start the next with the smallest available integer. If, on the other hand, \( \xi_n = 0 \) we choose one of the remaining \( n - 1 \) integers at random and place it to the right of 1 in the same cycle. Continuing in this way produces an \( n \) permutation with cycles ordered by their smallest integer. In terms of the independent auxiliary random variables \( A_i \) defined in (12), we may define \( \xi_i = 1(A_i = i) \), and on the event \( (A_i < i) \), \( A_i \) specifies which of the remaining \( i - 1 \) integers is used next. Note that to construct an \( n \)-permutation, the Chinese restaurant process uses \( A_1, A_2, \ldots, A_n \), while the Feller coupling uses the reverse order, \( A_n, \ldots, A_1 \). For any \( \pi \in S_n^k \) with \( k \) cycles, it is immediate that \( \mathbb{P}(\pi) = \theta^k / \theta(n) \), so that once more the probability that a permutation has cycle index \( (a_1, \ldots, a_n) \) is given by (1). In this construction, which elaborates on an idea of Feller (1945), the cycles are built and completed one by one, in contrast to the Chinese restaurant process. Since the number of cycles produced by this construction is precisely \( \sum_{j=1}^{n} \xi_j \), it follows that

\[
\sum_{j=1}^{n} C_j(n) = \sum_{j=1}^{n} \xi_j.
\]

We can think of the lengths of the first cycle, the second cycle, \ldots as the spacings between consecutive ones in the sequence \( 1, \xi_n, \ldots, \xi_1 \). It follows that the number \( C_j(n) \) of cycles of length \( j \) is

\[
(14) \quad C_j(n) = \sum_{i=1}^{n-j} \xi_i (1 - \xi_{i+1}) \cdots (1 - \xi_{i+j-1}) \xi_{i+j} + \xi_{n-j+1} (1 - \xi_{n-j+2}) \cdots (1 - \xi_n).
\]

Since \( (C_1(n), \ldots, C_n(n)) \) has distribution (1), it follows from Theorem 1 that \( (C_1(n), C_2(n), \ldots) \Rightarrow (Z_1, Z_2, \ldots) \) as \( n \to \infty \). Next define \( C_j(\infty) \) to be the number of \( j \)-spacings in the sequence \( \xi_1, \xi_2, \ldots \); that is,

\[
(15) \quad C_j(\infty) = \sum_{i=1}^{\infty} \xi_i (1 - \xi_{i+1}) \cdots (1 - \xi_{i+j-1}) \xi_{i+j}.
\]
Since $\mathbb{E}C_j(\infty) = \theta/j$, each $C_j(\infty)$ is almost surely finite. In fact, their joint distribution is easy to find. Since
\[\mathbb{E}(\xi_{n-j+1}(1-\xi_{n-j+2})\cdots(1-\xi_n) \leq \theta/(\theta + n - j + 1) \to 0 \quad \text{as} \quad n \to \infty\]
for fixed $j$, it follows from (14) that $(C_1(n), C_2(n), \ldots) \Rightarrow (C_1(\infty), C_2(\infty), \ldots) \equiv (Z_1, Z_2, \ldots)$. Thus the $C_j(\infty)$ are independent Poisson random variables with $\mathbb{E}C_j(\infty) = \theta/j$.

We have now constructed a coupling of $(C_1(n), C_2(n), \ldots)$ and $(Z_1, Z_2, \ldots)$ for all $n$ simultaneously. Before estimating how close the coupling is, we highlight one aspect that is very useful in applications; for example, Arratia and Tavaré (1992b) use Lemma 1 to provide a simple proof of the Erdős–Turán law [Erdős and Turán (1967)]. The proof of Lemma 1 is an immediate consequence of the definitions in (14) and (15) and is omitted.

**Lemma 1.** For each $n$ and $1 \leq j \leq n$, we have
\[
C_j(n) \leq C_j(\infty) + 1(J_n = j),
\]
where the random variable $J_n \in \{1, 2, \ldots, n\}$ is defined by
\[
J_n = \min\{j \geq 1 : \xi_{n+1-j} = 1\}.
\]

**Remark.** Properties of distributions involving $J_n$ are often readily computed using (17) and the independent Bernoulli structure of the $\{\xi_j\}$. In particular,
\[
P(J_n = j) = P(\xi_{n-j+1} = 1, \xi_{n-j+2} = \cdots = \xi_n = 0)
\]
\[
= \frac{\theta(n-1)!\Gamma(n-j+\theta)}{(n-j)!\Gamma(n+\theta)}
\]
\[
= \frac{j^n C_j(n)}{n}.
\]

The random variable $J_n$ is familiar in the population genetics context, where it represents the number of alleles of the oldest allelic type in a sample of $n$ genes. See Kelly (1977) and Donnelly and Tavaré (1986), for example.

The Feller coupling provides a natural setting for the study of large cycles. We do not pursue this aspect here [see Ignatov (1981) and Arratia, Barbour and Tavaré (1992)], but instead concentrate on the behavior of the small cycles.

**4. Upper bounds via the Feller coupling.** One use of couplings is to obtain upper bounds on distances between probability measures. We begin by giving upper bounds on $d^W_b(n)$, and showing that $d^W_n(n)$ is uniformly bounded in $n$. 

THEOREM 2. For all $1 \leq b \leq n$,

$$d^{W}_{b}(n) \leq \frac{b\theta}{\theta + n - b} \left(\theta + \frac{n}{\theta + n}\right) \leq \frac{b\theta(\theta + 1)}{\theta + n - b},$$

and if $\theta \geq 1$, we also have

$$d^{W}_{b}(n) \leq \frac{b\theta(\theta + 1)}{n + \theta}.$$  

Furthermore, for any $\theta > 0$, $(d^{W}_{n}(n), n = 1, 2, \ldots)$ is a bounded sequence.

PROOF. To establish the inequality (18), we use the fact that

$$C_j(\infty) - C_j(n) = \sum_{l > n-j+1} \xi_l(1 - \xi_{l+1}) \cdots (1 - \xi_{l+j-1})\xi_{l+j}$$

$$- \xi_{n-j+1}(1 - \xi_{n-j+2}) \cdots (1 - \xi_{n+1}).$$

(20)

Leaving out the intermediate $j - 1$ factors from each term,

$$\mathbb{E}|C_j(\infty) - C_j(n)| \leq \sum_{l > n-j+1} p_l p_{l+j} + p_{n-j+1}(1 - p_{n+1})$$

$$= \theta^2 \sum_{l > n-j+1} \frac{1}{(\theta + l - 1)(\theta + l + j - 1)}$$

$$+ \frac{\theta}{(\theta + n - j)} \frac{n}{(n + \theta)}$$

$$= \frac{\theta^2}{j} \sum_{l = n-j+1}^n \frac{1}{\theta + l} + \frac{\theta}{(\theta + n - j)} \frac{n}{(n + \theta)}$$

$$\leq \frac{\theta^2}{\theta + n - j + 1} + \frac{\theta}{(\theta + n - j)} \frac{n}{(n + \theta)}.$$

From this last inequality, we see that

$$\sum_{j=1}^{b} \mathbb{E}|C_j(\infty) - C_j(n)| \leq \frac{\theta^2 b}{\theta + n - b + 1} + \frac{n\theta}{(\theta + n)(\theta + n - b)}$$

$$+ \frac{b}{(\theta + n - b)} \left(\theta + \frac{n}{\theta + n}\right).$$
When \( \theta \geq 1 \), we may use (20) and (13) to see that

\[
\mathbb{E}[C_j(\infty) - C_j(n)] \leq \sum_{l > n-j+1} \frac{\theta^l}{(\theta + l - 1)(l + \theta)} \frac{l}{(\theta + l + j - 2)(\theta + l + j - 1)} \frac{\theta}{(n - j + \theta)(\theta + n - j + 1)} \cdots \frac{n}{(\theta + n)}
\]

(21)

\[
\leq \theta^2 \sum_{l > n-j+1} \frac{1}{(\theta + l + j - 2)(\theta + l + j - 1)} + \frac{\theta}{\theta + n}
\]

\[
= \frac{\theta^2}{\theta + n} + \frac{\theta}{\theta + n}.
\]

Summing the inequality over \( j = 1, \ldots, b \) shows that

\[
d_b^W(n) \leq \frac{b\theta(\theta + 1)}{\theta + n}.
\]

To show that the sequence \( d_b^W(n) \) is uniformly bounded, observe that for any \( 1 \leq b \leq n \),

\[
d_b^W(n) \leq \sum_{j=1}^n |\mathbb{E}[C_j(\infty) - C_j(n)]|
\]

\[
\leq \frac{b\theta(\theta + 1)}{\theta + n - b} + \sum_{j=b+1}^n \mathbb{E}[C_j(\infty)] + \sum_{j=b+1}^n \mathbb{E}[C_j(n)].
\]

From (16), the rightmost two terms are at most \( 1 + 2\sum_{j=b+1}^n \mathbb{E}[C_j(\infty)] \), which in turn is at most \( 1 + 2 \log(n/b) \). Choosing \( b = \lfloor n/2 \rfloor \), it follows that for \( n \geq 3 \),

\[
d_b^W(n) \leq 1 + \frac{n\theta(\theta + 1)}{2\theta + n} + 2 \log\left(\frac{2n}{n-2}\right) \rightarrow 1 + \theta(\theta + 1) + 2 \log 2,
\]

which completes the proof of the theorem. \( \square \)

The next result provides an upper bound on \( d_b(n) \) that is also \( O(b/n) \).

**Theorem 3.** As \( n \to \infty \), \( d_b(n) \to 0 \) if and only if \( b/n \to 0 \). For all \( 1 \leq b \leq n \),

\[
d_b(n) \leq \frac{b\theta}{\theta + n} \left( \theta + \frac{n}{\theta + n - b} \right).
\]

(22)

Furthermore, if \( \theta \geq 1 \) and \( 1 \leq b \leq n \),

\[
d_b(n) \leq \frac{b\theta(\theta + 1)}{\theta + n}.
\]

(23)
PROOF. The following proof of the "only if" statement is analogous to the proof of the corresponding statement in Theorem 2 of Arratia and Tavaré (1992a) for the case $\theta = 1$. We will show that if $b/n \geq \epsilon > 0$ for all $n, b$ then $\liminf_{n \to \infty} d_b(n) > 0$. From (10), note that
\[
d_b(n) \geq \mathbb{P}(T_{0b} > n)
\geq \mathbb{P}\left( \sum_{b/2 < i \leq b} iZ_i > n \right)
\geq \mathbb{P}\left( \frac{b}{2} \sum_{b/2 < i \leq b} Z_i > n \right)
\geq \mathbb{P}\left( \sum_{b/2 < i \leq b} Z_i > \frac{2}{\epsilon} \right)
\to \mathbb{P}\left( \text{Poisson}(\theta \log 2) > \frac{2}{\epsilon} \right)
> 0.
\]
If $b/n \geq \epsilon > 0$ for infinitely many $n$, we may apply the argument above to an appropriate subsequence to establish the "only if" part of the theorem.

To establish the bound (22), consider the event
\[E = \{(C_1(n), \ldots, C_b(n)) = (C_1(\infty), \ldots, C_b(\infty))\},\]
and recall from (10) that
\[d_b(n) \leq \mathbb{P}(E^c).
\]
To estimate $\mathbb{P}(E^c)$, observe that
\[E \supseteq \left((\xi_{n+1} = 1) \cup \{\xi_{n-b+1} = \cdots = \xi_n = 0\}\right)
\cap \bigcap_{j > n} \left((\xi_j = 0) \cup \{\xi_{j+1} = \cdots = \xi_{j+b} = 0\}\right).
\]
Now use (13) to see that for any $l \geq 1$,
\[
\mathbb{P}\left(\{\xi_{l+1} = \cdots = \xi_{l+b} = 0\}\right) = \mathbb{P}\left(\bigcup_{m=1}^{b} \{\xi_{l+m} = 1\}\right)
\leq \sum_{m=1}^{b} \mathbb{P}(\xi_{l+m} = 1)
\leq \frac{b\theta}{\theta + l}.
\]

(24)
Hence
\[
\mathbb{P}(E^c) \leq \frac{n}{(n + \theta)} \frac{b\theta}{(\theta + n - b)} + \sum_{j > n} \frac{\theta}{(\theta + j - 1)} \frac{b\theta}{(\theta + j)}
\]
(25)
\[
= \frac{n}{(n + \theta)} \frac{b\theta}{(\theta + n - b)} + \frac{b\theta^2}{(\theta + n)},
\]
which establishes the bound in (22).

To establish (23), note from (19) that when \( \theta \geq 1 \),
\[
d_b(n) \leq d^W_b(n) \leq \frac{b\theta(\theta + 1)}{\theta + n}.
\]

**Remarks.** Comparing the bounds on \( d_b \) in (22) and (23), we find that the bound in (23) is sharper for \( b > \theta \), and in particular as \( b \to \infty \). When \( \theta = 1 \), \( d_b(n) \leq 2b/(n + 1) \), recovering the earlier result of Diaconis and Pitman (1986) and Barbour (1990).

### 5. Lower bounds.

Lower bounds for distances between probability measures cannot be deduced from a particular coupling, but require special arguments, such as the following. We begin by establishing that if \( \theta \neq 1 \), then \( nd^W_b(n)/b \) is bounded away from 0.

The definition of \( d^W_b(n) \) in (7),
\[
d^W_b(n) = \inf_{\text{couplings}} \sum_{j=1}^{b} |\mathbb{E}[C_j(n) - Z_j]|,
\]
shows that
\[
d^W_b(n) \geq \sum_{j=1}^{b} |\mathbb{E}[C_j(n)] - \mathbb{E}[Z_j]|,
\]
(26)
a result that may be used to establish the following lower bounds on \( d^W_b(n) \), valid for all \( 1 \leq b \leq n \).

**Theorem 4.** For all \( b \leq n \), and for \( \theta \geq 1 \), we have
\[
d^W_b(n) \geq \frac{\theta(\theta - 1)b}{\theta + n - 1} - \frac{\theta(\theta - 1)^2b(b + 1)}{4(\theta + n - 1)^2},
\]
(27)
while if \( \theta \leq 1 \),
\[
d^W_b(n) \geq \frac{\theta(1 - \theta)b}{\theta + n - 1}.
\]
(28)
PROOF. Watterson (1974) established that

\begin{equation}
\mathbb{E} C_j(n) = \frac{\theta}{j} \frac{n(n-1) \cdots (n-j+1)}{(\theta + n-j) \cdots (\theta + n-1)}.
\end{equation}

In the case that \( \theta \geq 1 \), we have

\begin{align*}
\mathbb{E} Z_j - \mathbb{E} C_j(n) &= \frac{\theta}{j} \left( 1 - \prod_{l=1}^{j} \left( 1 - \frac{\theta - 1}{\theta + n - l} \right) \right) \\
&\geq \frac{\theta}{j} \left( 1 - \exp \left( - (\theta - 1) \sum_{l=1}^{j} \frac{1}{\theta + n - l} \right) \right) \\
&\geq \frac{\theta}{j} \left( 1 - \exp \left( - \frac{(\theta - 1)j}{(\theta + n - 1)} \right) \right) \\
&\geq \frac{\theta}{j} \left( \frac{(\theta - 1)j}{(\theta + n - 1)} - \frac{(\theta - 1)^2 j^2}{2(\theta + n - 1)^2} \right) \\
&= \frac{\theta(\theta - 1)}{\theta + n - 1} - \frac{\theta(\theta - 1)^2 j}{2(\theta + n - 1)^2}.
\end{align*}

Summing the last inequality over \( j = 1, \ldots, b \) completes the proof of (27).

On the other hand, if \( \theta \leq 1 \) we have

\begin{align*}
\mathbb{E} C_j(n) - \mathbb{E} Z_j &= \frac{\theta}{j} \left( \prod_{l=1}^{j} \left( 1 + \frac{1 - \theta}{\theta + n - 1} \right) - 1 \right) \\
&\geq \frac{\theta}{j} \sum_{l=1}^{j} \frac{1 - \theta}{\theta + n - l} \\
&\geq \frac{\theta}{j} \frac{(1 - \theta)j}{\theta + n - 1} \\
&= \frac{\theta(1 - \theta)}{\theta + n - 1}.
\end{align*}

Summing this inequality over \( j = 1, \ldots, b \) establishes (28), and completes the proof. \( \Box \)

Establishing so sharp a lower bound on \( d_n(n) \) is rather more difficult. We will derive lower bounds of order \( O((n/b)\log(n/b))^{-1} \) valid as \( b, n \to \infty \). The method is based on the following result.
Lemma 2. Let \( X \) and \( Y \) be nonnegative random variables such that \( \mathbb{E} X - \mathbb{E} Y = \varepsilon > 0 \) and \( \mathbb{E} X^r \equiv m_r < \infty \) for some \( r > 1 \). Then
\[
\| \mathcal{L}(X) - \mathcal{L}(Y) \| \geq \left( \frac{r - 1}{r} \right) \left( \frac{\varepsilon}{m_r^{-r/r}} \right)^{r/(r-1)}.
\]

Proof. Clearly,
\[
\inf_{Z : \mathbb{E}Z = \mathbb{E}X - \varepsilon} \| \mathcal{L}(X) - \mathcal{L}(Z) \|
\]
is attained by \( Z = X^\varepsilon \), where \( X^\varepsilon = X 1\{X \leq x(\varepsilon)\} \), with \( x(\varepsilon) \) chosen so that \( \mathbb{E} X^\varepsilon = \mathbb{E} X - \varepsilon \) [randomizing if necessary on the set \( \{X = x(\varepsilon)\} \)]. Furthermore, if \( W \) is any random variable such that \( W \geq X \), and \( W^\varepsilon \) is the corresponding truncation of \( W \), with \( \mathbb{E} W^\varepsilon = \mathbb{E} W - \varepsilon \), it is immediate that
\[
\| \mathcal{L}(W) - \mathcal{L}(W^\varepsilon) \| \leq \| \mathcal{L}(X) - \mathcal{L}(X^\varepsilon) \|.
\]
So choose a random variable \( W \geq X \) with distribution given by
\[
\mathbb{P}(W \geq w) = \min\{1, m_r w^{-r}\}, \quad w \geq 0,
\]
which can be done because of Markov’s inequality. The truncation level \( w(\varepsilon) \) for \( W \) satisfies
\[
\varepsilon = EW - \mathbb{E} W^\varepsilon = \int_{w(\varepsilon)}^\infty rm_r w^{-(r+1)} w \, dw = \left\{ rm_r / (r - 1) \right\} w(\varepsilon)^{-(r+1)}.
\]
Observe that
\[
\mathbb{P}(W^\varepsilon \neq W) = \mathbb{P}(W \geq w(\varepsilon)) = m_r [w(\varepsilon)]^{-r}.
\]
This implies that
\[
\| \mathcal{L}(X) - \mathcal{L}(Y) \| \geq \| \mathcal{L}(X) - \mathcal{L}(X^\varepsilon) \|
\]
\[
\geq \| \mathcal{L}(W) - \mathcal{L}(W^\varepsilon) \|
\]
\[
= m_r \left( \frac{(r - 1) \varepsilon}{rm_r} \right)^{r/(r-1)},
\]
proving the lemma. \( \Box \)

Corollary 1. There exists a constant \( c > 0 \) such that if \( X \sim \text{Poisson} (\lambda) \) and \( Y \) is any nonnegative random variable with \( \mathbb{E} Y = \lambda - \varepsilon \) and \( 0 < \varepsilon < \varepsilon^{-2} \), then
\[
\| \mathcal{L}(X) - \mathcal{L}(Y) \| \geq \frac{ce}{\max\{\lambda e, \log(1/\varepsilon)\}}.
\]

Proof. Observe that if \( X \sim \text{Poisson}(\lambda) \), then
\[
m_r \leq r^r + (\lambda e)^r.
\]
Apply the previous theorem with \( r = \max(\lambda e, \log(1/e)) \), and note that
\[
\left( \frac{\varepsilon}{r} \right)^{1/(r-1)} > \left( \frac{e^{-\lambda e}}{\lambda e} \right)^{1/(\lambda e - 1)} \wedge \left( \frac{\varepsilon}{-\log e} \right)^{1/(-\log e - 1)},
\]
which is bounded away from 0 for all \( 0 < \varepsilon < e^{-2} \) and all \( \lambda > 2/e \). \( \square \)

We will use Lemma 2 and Corollary 1 to establish the following result.

**Theorem 5.** If \( \theta \neq 1 \) and \( b, n \to \infty \), then \( (n/b) \log(n/b) d_b(n) \) is bounded away from 0.

**Proof.** Observe first that for any \( f: \mathbb{N}^b \to \mathbb{R}^r \) with \( r < b \),
\[
\| \mathcal{L}(C_b(n)) - \mathcal{L}(Z_b) \| \geq \| \mathcal{L}(f(C_b(n))) - \mathcal{L}(f(Z_b)) \|.
\]
In particular, for any \( L \leq b \),
\[
\| \mathcal{L}(C_b(n)) - \mathcal{L}(Z_b) \| \geq \| \mathcal{L}(C_{L}(n) + \cdots + C_b(n)) - \mathcal{L}(Z_L + \cdots + Z_b) \|.
\]

First, we treat the case \( \theta > 1 \). We will choose \( L = [b/e] \), and use Corollary 1 with \( X = Z_L + \cdots + Z_b, Y = C_L(n) + \cdots + C_b(n) \). In this case,

\[
\lambda = \mathbb{E}X = \sum_{j=L}^{b} \frac{\theta}{j} \sim \theta, \quad b \to \infty.
\]

We may assume that \( b/n \to 0 \) as \( n \to \infty \). A lower bound on \( \varepsilon = \Sigma_{j=L}^{b} (\mathbb{E}Z_j - \mathbb{E}C_j(n)) \) may be found from (30), from which it follows that there exists a constant \( c_1 > 0 \) such that \( \varepsilon > c_1 b/n \) for sufficiently large \( n \). To establish an upper bound on \( \varepsilon \), note that from (30),
\[
\mathbb{E}Z_j - \mathbb{E}C_j(n) = \frac{\theta}{j} \left( 1 - \prod_{l=1}^{j} \left( 1 - \frac{\theta - 1}{\theta + n - l} \right) \right)
\]
\[
\leq \frac{\theta}{j} \sum_{l=1}^{j} \frac{\theta - 1}{\theta + n - l}
\]
\[
\leq \frac{\theta(\theta - 1)}{\theta + n - j}.
\]

It follows that there exists a constant \( c_2 \) such that \( \varepsilon \leq c_2 b/n \) for sufficiently large \( n \). In summary, there are constants \( 0 < c_1 < c_2 \) such that \( c_1 b/n \leq \varepsilon \leq c_2 b/n \) for sufficiently large \( n \). Since \( \lambda \sim \theta \) and \( \varepsilon \to 0 \), it follows from Corollary 1 that there is a constant \( c \) such that
\[
d_b(n) \geq c \varepsilon/(-\log \varepsilon),
\]
from which the result follows.
In the case $0 < \theta < 1$, a different argument is required. If $\mathcal{S}_n \subseteq \{1, \ldots, n\}$, the inequality (16) shows that

$$\sum_{j \in \mathcal{S}_n} C_j(n) \leq 1 + \sum_{j \in \mathcal{S}_n} C_j(\infty).$$

(34)

We will choose $L = \lfloor b/2 \rfloor + 1$, and use Theorem 2 with $X = C_{b/2}(n) + \cdots + C_b(n)$ and $Y = Z_L + \cdots + Z_b$. Note that $Y$ has a Poisson distribution with mean $EY = \theta \sum_{j=L}^{b} 1/j \leq \theta \log 2$. Since $\{C_j(\infty), j \geq 1\}$ has the same law as $\{Z_j, j \geq 1\}$, it follows from (34) that

$$m_r = E X^r \leq E(Y + 1)^r \leq (1 + r)^r + (1 + eEY)^r \leq (1 + r)^r + (1 + e \log 2)^r,$$

the last but one inequality following from (32). As in the earlier part of the proof, there exist constants $0 < c_1 < c_2$ such that $\varepsilon = \sum_{j=L}^{b} (E C_j(n) - E Z_j)$ satisfies $c_1 b/n \leq \varepsilon \leq c_2 b/n$ for sufficiently large $n$ (with $b/n \to 0$). Since $\varepsilon \to 0$, we may take $r = \log(1/\varepsilon)$ in Lemma 2 to see that there is a constant $c$ such that $d_b(n) \geq c\varepsilon/(\log \varepsilon)$, completing the proof of the theorem. □

6. Discussion. The total variation distance between the process $(C_1(n), \ldots, C_b(n))$ and the process $(Z_1, \ldots, Z_b)$ can be expressed in terms of the total variation distance between two random variables as follows:

$$d_b(n) = || \mathcal{L}(T_{0b}) - \mathcal{L}(T_{0n} | T_{0n} = n) ||$$

(36)

$$= \frac{1}{2} \sum_{r=0}^{\infty} P(T_{0b} = r) \left| \frac{P(T_{bn} = n - r)}{P(T_{0n} = n)} - 1 \right|.$$

Relation (36) is given as Lemmas 1 and 9 in Arratia and Tavaré (1992a) for uniform measure on permutations and on other combinatorial assemblies. The extension to the Ewens sampling formula is straightforward. For the case $\theta = 1$, Arratia and Tavaré (1992a) analyze the above relation to show that $d_b(n)$ decays superexponentially fast relative to $n/b \to \infty$. Theorem 5 showed that if $\theta \neq 1$, we cannot hope for superexponential decay for $d_b(n)$ for fixed $b$ as $n \to \infty$. The intuitive reason that superexponential decay only occurs for $\theta = 1$ is that (36) involves conditioning on the event $T_{0n} = n$, where $E T_{0n} = \theta n$; conditioning on the event that something equals its mean, which is the case $\theta = 1$, is qualitatively different from conditioning on something being a fixed nonzero number of standard deviations away from the mean, corresponding to any case with $\theta \neq 1$.

In Theorem 6, we provide a lower bound for the total variation distance $d_b(n) = || \mathcal{L}(C_b(n)) - \mathcal{L}(Z_b) ||$ that is $O(b/n)$ for fixed $b$ as $n \to \infty$. 
THEOREM 6. For fixed $b$,
\[ \liminf_{n \to \infty} n d_b(n) \geq \frac{b\theta \theta - 1}{2} \exp \left( -\theta \sum_{j=1}^{b} \frac{1}{j} \right). \]
In particular, if $\theta \neq 1$, then $\liminf_{n \to \infty} n d_b(n) > 0$.

PROOF. From (36) we see that
\[ d_b(n) \geq \frac{1}{2} \mathbb{P}(T_{0b} = 0) \left| \frac{\mathbb{P}(T_{bn} = n)}{\mathbb{P}(T_{0n} = n)} - 1 \right|. \]
We will use Darboux’s method once more to estimate $\mathbb{P}(T_{bn} = n)$. From (5) with $a = 0$, we see that
\[ \mathbb{P}(T_{bn} = n) = \exp \left( -\theta \sum_{j=1}^{n} \frac{1}{j} \right) \frac{\theta(n)}{n!} \left( 1 + \frac{b\theta(\theta - 1)}{\theta + n - 1} + O(n^{-2}) \right), \]
so that from (6),
\[ \frac{\mathbb{P}(T_{bn} = n)}{\mathbb{P}(T_{0n} = n)} - 1 = \frac{b\theta(\theta - 1)}{\theta + n - 1} + O(n^{-2}). \]
The proof is now completed by recalling that $\mathbb{P}(T_{0b} = 0) = \exp(-\theta \sum_{j=1}^{b} 1/j)$.

REMARK. One would expect on the basis of Theorem 6 that the correct order for the lower bound on $d_b(n)$ is $O(b/n)$. This has now been proved in Barbour (1992).

We conclude with a brief discussion of the asymptotic behavior of $d_b(n)$. Equations (36) and (6) show that
\[ d_b(n) = \mathbb{P}(T_{0n} \neq n) \]
\[ = 1 - \frac{\theta(n)}{n!} \exp \left( -\sum_{j=1}^{n} \frac{\theta}{j} \right), \]
so that as $n \to \infty$,
\[ d_b(n) = 1 - \frac{e^{-\theta \gamma}}{\Gamma(\theta)n} (1 + o(1)), \]
where $\gamma$ is Euler’s constant. For other values of $n$ and $b$, we have computed $d_b(n)$ numerically using (36) and the REDUCE computer algebra program [Hearn (1987); see Arratia and Tavaré (1992a) for details]. Table 1 gives the values of $d_b(n)$ for $n = 10, 50, 100, 250$ and $b = 1, |n^{1/3}|, |n^{1/2}|$.

Waterson (1987) noted that for small $b$, $C_b(n), \ldots, C_b(n)$ are approximately independent Poisson-distributed random variables. The results of this paper may be viewed as confirmation and quantification of this observation. These total variation bounds may be used to prove a functional central limit theorem
Table 1

<table>
<thead>
<tr>
<th>n</th>
<th>θ = 0.1</th>
<th>θ = 0.9</th>
<th>θ = 1.1</th>
<th>θ = 2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b = 1</td>
<td>b = 2</td>
<td>b = 3</td>
<td>b = 1</td>
</tr>
<tr>
<td>10</td>
<td>8.85_{-3}(1.19_{-2})</td>
<td>3.51_{-3}(1.58_{-1})</td>
<td>3.96_{-3}(2.07_{-1})</td>
<td>4.92_{-2}(4.85_{-1})</td>
</tr>
<tr>
<td></td>
<td>1.76_{-2}(2.64_{-2})</td>
<td>1.30_{-2}(3.34_{-1})</td>
<td>1.90_{-2}(4.16_{-1})</td>
<td>1.19_{-1}(1.00_{-0})</td>
</tr>
<tr>
<td></td>
<td>2.67_{-2}(4.48_{-2})</td>
<td>8.98_{-2}(5.37_{-1})</td>
<td>1.24_{-1}(6.24_{-1})</td>
<td>3.51_{-1}(&gt; 1)</td>
</tr>
<tr>
<td>50</td>
<td>1.66_{-3}(2.23_{-2})</td>
<td>7.26_{-4}(3.36_{-2})</td>
<td>8.03_{-4}(4.52_{-2})</td>
<td>1.06_{-2}(1.15_{-1})</td>
</tr>
<tr>
<td></td>
<td>4.64_{-3}(6.96_{-3})</td>
<td>1.86_{-3}(1.03_{-1})</td>
<td>2.05_{-3}(1.36_{-1})</td>
<td>2.69_{-2}(3.46_{-1})</td>
</tr>
<tr>
<td></td>
<td>1.04_{-2}(1.76_{-2})</td>
<td>4.06_{-3}(2.52_{-1})</td>
<td>4.46_{-3}(3.16_{-1})</td>
<td>5.84_{-2}(8.08_{-1})</td>
</tr>
<tr>
<td>100</td>
<td>8.21_{-4}(1.11_{-3})</td>
<td>3.65_{-4}(1.70_{-2})</td>
<td>4.02_{-4}(2.28_{-2})</td>
<td>5.36_{-3}(5.86_{-2})</td>
</tr>
<tr>
<td></td>
<td>2.98_{-3}(4.56_{-3})</td>
<td>1.20_{-3}(6.89_{-2})</td>
<td>1.32_{-3}(9.14_{-2})</td>
<td>1.76_{-2}(2.35_{-1})</td>
</tr>
<tr>
<td></td>
<td>7.05_{-3}(1.21_{-2})</td>
<td>2.85_{-3}(1.78_{-1})</td>
<td>3.12_{-2}(2.29_{-1})</td>
<td>4.13_{-2}(5.88_{-1})</td>
</tr>
<tr>
<td>250</td>
<td>3.27_{-4}(4.41_{-4})</td>
<td>1.46_{-4}(6.82_{-3})</td>
<td>1.61_{-4}(9.20_{-3})</td>
<td>2.16_{-3}(2.38_{-2})</td>
</tr>
<tr>
<td></td>
<td>1.71_{-3}(2.70_{-3})</td>
<td>6.94_{-4}(4.13_{-2})</td>
<td>7.66_{-4}(5.52_{-2})</td>
<td>1.03_{-2}(1.43_{-1})</td>
</tr>
<tr>
<td></td>
<td>4.39_{-3}(7.47_{-3})</td>
<td>1.78_{-3}(1.13_{-1})</td>
<td>1.96_{-3}(1.47_{-1})</td>
<td>2.62_{-2}(3.81_{-1})</td>
</tr>
</tbody>
</table>

Table gives exact $d_{ij}(n)$ from (36), and (in parentheses) the smaller of the upper bounds (22) and (23).

*The notation $a_{b}$ means $a \times 10^{b}$.

for the Ewens sampling formula, proved by other methods by DeLaurentis and Pittel (1985) in the case $\theta = 1$, and Hansen (1990) and Donnelly, Kurtz and Tavaré (1991) for any $\theta > 0$. For further applications, see Arratia and Tavaré (1992b).
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