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Abstract

A search is performed in proton-proton collisions at $\sqrt{s} = 8$ TeV for exotic particles decaying via WZ to fully leptonic final states with electrons, muons, and neutrinos. The data set corresponds to an integrated luminosity of $19.5 \text{ fb}^{-1}$. No significant excess is observed above the expected standard model background. Upper bounds at 95% confidence level are set on the production cross section of a $W'$ boson as predicted by an extended gauge model, and on the $WWZ$ coupling. The expected and observed mass limits for a $W'$ boson, as predicted by this model, are 1.55 and 1.47 TeV, respectively. Stringent limits are also set in the context of low-scale technicolor models under a range of assumptions for the model parameters.
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1 Introduction

Many extensions of the standard model (SM) predict heavy charged gauge bosons, generically called $W'$, that decay into a WZ boson pair [1–6]. These extensions include models with extended gauge sectors, designed to achieve gauge coupling unification, and theories with extra spatial dimensions. There are also models in which the $W'$ couplings to SM fermions are suppressed, giving rise to a fermiophobic $W'$ with an enhanced coupling to $W$ and $Z$ bosons [7–8]. Further, searches for $W'$ bosons that decay into WZ pairs are complementary to searches in other decay channels [9–19], many of which assume that the $W' \rightarrow WZ$ decay mode is suppressed. New WZ resonances are also predicted in technicolor models of dynamical electroweak symmetry breaking [20–22].

This Letter presents a search for exotic particles decaying to a WZ pair with $W \rightarrow \ell \nu$ and $Z \rightarrow \ell\ell$, where $\ell$ is either an electron (e) or a muon ($\mu$), $\nu$ denotes a neutrino, and the W and Z bosons are allowed to decay to differently flavored leptons. The data were collected with the CMS experiment in proton-proton collisions at a center-of-mass energy $\sqrt{s} = 8$ TeV at the CERN LHC and correspond to an integrated luminosity of 19.5 fb$^{-1}$. Previous searches in this channel have been performed at the Tevatron [23] and at the LHC [24–26]. The results have typically been interpreted within the context of benchmark models such as an extended gauge model (EGM) [2] and low-scale technicolor (LSTC) models [21, 22]. The search conducted by CMS at $\sqrt{s} = 7$ TeV [25] excluded EGM $W'$ bosons with masses below 1143 GeV and set stringent LSTC limits under a range of assumptions regarding model parameters. Complementary searches have also been conducted using the hadronic decays of the W and Z bosons [27–32].

The search at $\sqrt{s} = 8$ TeV presented in this paper focuses on the fully leptonic channel, which is characterized by a pair of same-flavor, opposite-charge, isolated leptons with high transverse momentum ($p_T$) and an invariant mass consistent with that of the Z boson. A third, high-$p_T$, isolated, charged lepton is also present, along with missing transverse momentum associated with the neutrino. Background arises from other sources of three charged leptons, both genuine and misidentified. The primary background is the irreducible SM WZ production. Non-resonant events with no genuine Z boson in the final state, such as top quark pair (t$t$), multijet, $W$+jet, $W\gamma$+jet, and $WW$+jet production, are also considered. Only the first of these is expected to make a significant contribution. Also included are events with a genuine Z boson decaying leptonically and a third misidentified or nonisolated lepton, such as $Z$+jets (including $Z$+heavy quarks) and $Z\gamma$ processes. The final background category includes events with a genuine Z boson decaying leptonically and a third genuine isolated lepton, dominated by $ZZ \rightarrow 4\ell$ decays in which one of the four leptons is undetected. Although irreducible, this contribution is not expected to be significant because of the small ZZ production cross section and dilepton decay branching fraction.

The search presented here follows the method applied in the previous analysis [25], whereby a counting experiment is used to compare the number of observed events to the number of expected signal and background events. However, the new analysis benefits from the increase in center-of-mass energy to 8 TeV and also from improvements in lepton identification, particularly at high $p_T$. An increase in sensitivity is achieved at high $W'$ masses by using optimized isolation criteria that successfully take into account collimated leptons from highly boosted Z bosons. The larger center-of-mass energy alone increases the signal production cross section by roughly 45–70% for $W'$ masses between 1000 – 1500 GeV, while the improved lepton isolation criteria contribute a 50% increase in signal efficiency over the same range. Additional improvements related to the optimization of selection criteria are also incorporated. Finally, as in the previous analysis [25], the results are interpreted within the context of $W'$ bosons in extended
gauge models and vector particles in LSTC models.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the superconducting solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid. Extensive forward calorimetry complements the coverage provided by the barrel and endcap detectors.

The ECAL energy resolution for electrons with transverse energy \( E_T \approx 45 \text{ GeV} \) from \( Z \rightarrow ee \) decays is better than 2% in the central region of the ECAL barrel (\( |\eta| < 0.8 \)), and is between 2% and 5% elsewhere. For low-bremsstrahlung electrons, where 94% or more of their energy is contained within a \( 3 \times 3 \) array of crystals, the energy resolution improves to 1.5% for \( |\eta| < 0.8 \) \cite{33}.

Muons are measured in the pseudorapidity range \( |\eta| < 2.4 \), with detection planes made using three technologies: drift tubes, cathode strip chambers, and resistive-plate chambers. Matching muons to tracks measured in the silicon tracker results in a \( p_T \) resolution between 1 and 5%, for \( p_T \) values up to 1 TeV \cite{34}.

The particle-flow method \cite{35, 36} consists in reconstructing and identifying each single particle with an optimized combination of all subdetector information. The energy of photons is directly obtained from the ECAL measurement, corrected for zero-suppression effects. The energy of electrons is determined from a combination of the track momentum at the main interaction vertex, the corresponding ECAL cluster energy, and the energy sum of all bremsstrahlung photons attached to the track. The energy of muons is obtained from the corresponding track momentum.

A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found elsewhere \cite{37}.

3 Event simulation

The \textsc{pythia} 6.426 event generator \cite{38} and the CTEQ6L1 \cite{39} parton distribution functions (PDFs) were used for producing the EGM \( W' \) and LSTC signal samples. For the detailed simulation of the \( W' \) samples, \textsc{pythia} was used for parton showering and hadronization with the \( \text{Z2}^* \) tune \cite{40} for the underlying event simulation. Cross sections are scaled to next-to-next-to-leading order (NNLO) values calculated with \textsc{fewz} 2.0 \cite{41}, and range from 27.96 fb to 0.33 fb for \( W' \) masses between 1000 and 1500 GeV. Characteristic signal widths are between 100 and 168 GeV for the same mass range and are dominated by the detector resolution, since the natural widths vary from 33 to 54 GeV.

For the LSTC study we assume that the technihadrons \( \rho_{TC} \) and \( a_{TC} \) decay to WZ. Since these two states are expected to be nearly mass-degenerate \cite{22}, they would appear as a single feature in the WZ invariant mass spectrum, and we hereafter refer to them collectively as \( \rho_{TC} \). Since we do not expect a difference in the kinematics between the \( W' \) and LSTC signals, we use the \( W' \) samples as the default for the analysis, with the cross sections for LSTC as given by \textsc{pythia}. We consider the same relationship between the masses of the \( \rho_{TC} \) and \( \pi_{TC} \) technihadrons as
used in Refs. [25] and [42], $M_{\pi TC} = \frac{3}{4}M_{\rho TC} - 25$ GeV, and also investigate the dependence of the results on the relative values of the $\rho_{TC}$ and $\pi_{TC}$ masses. The relationship between the masses significantly affects the $\rho_{TC}$ branching fractions [42]. If $M_{\rho TC} < 2M_{\pi TC}$, the decay $\rho_{TC} \to W\pi_{TC}$ dominates, such that the branching fraction $B(\rho_{TC} \to W\pi_{TC}) < 10\%$. However, if the $\rho_{TC} \to W\pi_{TC}$ decay is kinematically inaccessible, $B(\rho_{TC} \to W\pi_{TC})$ approaches 100%. Following Ref. [42] we also assume that the LSTC parameter $\sin \chi$ is equal to 1/3. Changes in this parameter affect the branching fractions for decay into $WZ$.

The $M_{\text{ADGraph}} 5.1$ [43] and POWHEG 1.1 [44–47] generators are interfaced to PYTHIA for parton showering, hadronization, and simulation of the underlying event. The SM $WZ$ process, which is the dominant irreducible background, was generated with $M_{\text{ADGraph}}$. The ZZ process, which contributes when one of the leptons is either outside the detector acceptance or misreconstructed, was generated using POWHEG. The instrumental backgrounds were produced using $M_{\text{ADGraph}}$ and include $Z$+jets, $t\bar{t}$, $Z\gamma$, $WW$+jets, and $W$+jets. The background contribution from QCD multijet events and from $W\gamma$ events was also studied in the simulation and found to be negligible. Next-to-leading order (NLO) cross sections are used with the exception of the $W$+jets process, where the NNLO cross section is used. The $W$ signal and SM processes used to estimate background were modeled using a full GEANT4 [48] simulation of the CMS detector.

For all the simulated samples, the additional proton-proton interactions in each beam crossing (pileup) were modeled by superimposing minimum bias interactions (obtained using PYTHIA with the $Z2^\ast$ tune) onto simulated events, with the multiplicity distribution matching the one observed in data.

4 Object reconstruction and event selection

The $WZ \to 3\ell \nu$ decay is characterized by a pair of same-flavor, opposite-charge, high-$p_T$ isolated leptons with an invariant mass consistent with a $Z$ boson, a third, high-$p_T$ isolated lepton, and a significant amount of missing transverse momentum associated with the escaping neutrino. The analysis, therefore, relies on the reconstruction of three types of objects: electrons, muons, and $E_T^{\text{miss}}$. The magnitude of the negative vector sum of transverse momenta of all reconstructed candidates is used to calculate $E_T^{\text{miss}}$. The events are reconstructed using a particle-flow approach [35, 36] and the details of the selection are provided below.

Candidate events are required to have at least three reconstructed leptons ($e, \mu$) within the chosen detector acceptance of $|\eta| < 2.5$ (2.4) for electrons (muons). The events are selected online using a double-electron or double-muon trigger for final states with the $Z$ boson decaying into electrons or muons, respectively.

The double-electron trigger requires two clusters in the ECAL with $E_T > 33$ GeV. The lateral spread in $\eta$ of the energy deposits comprising the cluster is required to be compatible with that of an electron. The trigger also requires that the sum of the energy detected in the HCAL in a cone of $\Delta R < 0.14$, where $\Delta R = \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2}$, centered on the cluster, be no more than 15% (10%) of the cluster energy in the barrel (endcap) region of the ECAL. Finally, the clusters are matched in $\eta$ and $\phi$ to a track that includes hits in the pixel detector.

The double-muon trigger requires a global muon with $p_T > 22$ GeV and a tracker muon with $p_T > 8$ GeV. The global muon is reconstructed using an outside-in approach whereby each muon candidate in the muon system is matched to a track reconstructed in the tracker and a global fit combining tracker and muon hits is performed [34]. The tracker muon is recon-
structured using an inside-out approach in which all tracks that are considered as possible muon candidates are extrapolated out to the muon system. If at least one muon segment matches the extrapolated track, it qualifies as a tracker muon. The trigger requirements described above have been changed from those in Ref. [25] wherein two global muons were required to pass the online selection. The new requirements improve sensitivity for collimated muons from highly boosted Z bosons.

Simulated events are weighted according to trigger efficiencies measured, in both observed and simulated data, using the “tag-and-probe” technique [49] with a large Z → ℓℓ sample. In the electron channel, we apply a parametrization based on the turn-on curve measured with observed electrons and find trigger efficiencies to be above 99%. Muon trigger efficiencies above the turn-on are typically measured to be above 90% in observed events. Scale factors are also applied to the simulated samples to account for differences between the observed and simulated trigger efficiencies. These are approximately unity for both the electron and muon channels.

Candidates for leptons from the W and Z boson decays are also required to pass a series of identification and isolation criteria designed to reduce background from jets that are misidentified as leptons. Electron candidates are reconstructed from a collection of electromagnetic clusters with matched tracks. The electron momentum is obtained from a fit to the electron track using a Gaussian-sum filter algorithm [50] along its trajectory taking into account the possible emission of bremsstrahlung photons in the silicon tracker. We require $p_T > 35\ (20) \text{ GeV}$ for the electrons from the Z (W) boson decay. We also require $|\eta| < 2.5$ and exclude the barrel and endcap transition region (1.444 < $|\eta|$ < 1.566) as electron reconstruction in this region is not optimal. In comparison with the requirements imposed on electrons from the W boson decays, a looser set of identification requirements, primarily based on the spatial matching between the track and the electromagnetic cluster, is imposed for the electrons from the Z boson decays. Electron candidates are also required to be isolated with particle-flow-based relative isolation, $I_{\text{rel}}$, less than 0.15, where $I_{\text{rel}}$ is defined as the sum of the transverse momenta of all neutral and charged reconstructed particle-flow candidates inside a cone of $\Delta R < 0.3$ around the electron in $\eta$-ϕ space divided by the $p_T$ of the electron. The $I_{\text{rel}}$ computation includes an event-by-event correction applied to account for the effect of pileup [51]. Finally, if an electromagnetic cluster associated with a photon from internal bremsstrahlung in W and Z boson decays happens to be closely aligned with a muon track, it may be misreconstructed as an electron. In order to remove such instances of misreconstruction, electrons are rejected if they are within a cone of $\Delta R < 0.01$ around a muon. Observed-to-simulated scale factors for these identification and isolation requirements, measured using tag-and-probe and parametrized as a function of electron $p_T$ and $|\eta|$, are applied as corrections to the simulated samples.

Global muon candidates are reconstructed using information from both the silicon tracker and the muon system. Candidates are required to have at least one muon chamber hit that is included in the global muon track fit and at least two matched segments in the muon system. We require muons with $|\eta| < 2.4$ and leading (sub-leading) muon $p_T > 25\ (10) \text{ GeV}$ for the muons from the Z decay and $p_T > 20 \text{ GeV}$ for the muons from the W decay. We also require $\delta p_T / p_T < 0.3$ for the track used for the momentum determination, where $\delta p_T$ is the uncertainty on the measured transverse momentum, and we eliminate cosmic ray background by requiring that the transverse impact parameter of the muon with respect to the primary vertex position be less than 2 mm. Particle-flow-based relative isolation, with pileup corrections applied [52], is defined using a cone of size $\Delta R < 0.4$ around the primary muon and is required to be less than 0.12. The above identification criteria are modified for muons coming from the Z boson decay: one of the muons is allowed to be a tracker muon only and the requirement on the
number of muon chamber hits is removed. Additionally, the isolation variable for each muon is modified to remove the contribution of the other muon. These modifications improve the signal efficiency and hence the overall sensitivity for high-mass $W'$ bosons. Simulated samples are corrected using observed-to-simulated scale factors that are parametrized as a function of muon $|\eta|$.

Opposite-sign, same-flavor lepton pairs with invariant mass between 71 and 111 GeV, consistent with the $Z$ boson mass, are used to reconstruct $Z$ boson candidates. In the case of more than one $Z$ boson candidate, where the two candidates share a lepton, the candidate with the mass closest to the nominal $Z$ boson mass [7] is selected. Events with two distinct $Z$ boson candidates, where the candidates do not share a lepton, are rejected in order to suppress the $ZZ$ background. The charge misidentification rate for the leptons considered in the analysis is very small and thus neglected.

A candidate for the charged lepton from the decay of a $W$ boson, in the following referred to as a $W$ lepton, is then selected out of the remaining leptons. When several candidates are found, the one with the highest $p_T$ is selected. Neutrinos from the leptonic $W$ boson decays escape from the detector without registering a signal and result in significant $E_T^{\text{miss}}$ in the event. In order to increase the purity of the selection of $W$ boson decays, the $E_T^{\text{miss}}$ in the event is required to be larger than 30 GeV. This requirement discriminates against both high-$p_T$ jets misidentified as leptons and photon conversions, where the source of the misidentified jet or photon can come from $Z$+jets or $Z\gamma$ events, respectively.

In order to suppress events where final-state radiation produces additional leptons (via photon conversion) that are identified as the $W$ lepton, we apply two additional requirements on the event after the $W$ lepton selection. First, events with the trilepton invariant mass $m_{3\ell} < 120$ GeV are rejected to remove events where $m_{3\ell}$ is close to the $Z$ boson mass. Second, events where the $\Delta R$ between either lepton from the $Z$ boson decay and the $W$ lepton is less than 0.3 are rejected. This removes cases where the $W$ lepton candidate comes from a converted photon and is unlikely to occur in the boosted topology of a massive $W'$ boson decay.

After the $W$ and $Z$ candidate selection, the two bosons are combined into a $WZ$ candidate. The invariant mass of this candidate cannot be determined uniquely since the longitudinal momentum of the neutrino is unknown. We follow the procedure used in the previous CMS analysis [25] and assume the $W$ boson to have its nominal mass, thereby constraining the value of the neutrino longitudinal momentum to one of the two solutions of a quadratic equation. Detector resolution effects can result in a reconstructed transverse mass larger than the invariant $W$ boson mass, $M_W$, leading to complex solutions for the neutrino longitudinal momentum. In these cases, a real solution is recovered by setting $M_W$ equal to the measured transverse mass. This results in two identical solutions for the neutrino longitudinal momentum. In simulated events with two distinct, real solutions, the smaller-magnitude solution was found to be correct in approximately 70% of the cases, and this solution was therefore chosen for all such events. Figure [1](left) shows the $WZ$ invariant mass distributions, after the $WZ$-candidate selection, for signal, background, and observed events. At this point, the irreducible $WZ$ process dominates the background contribution, making up $\sim 85\%$ of the total number of expected background events.

In order to further suppress SM background events, we apply two additional selection requirements. The first is a requirement on $L_T$, the scalar sum of the charged leptons’ transverse momenta, shown in Fig. [1](right). The second is a requirement on the mass of the $WZ$ system. The thresholds for these selection criteria are varied simultaneously at 100 GeV mass spacing for the $WZ$ invariant mass and optimized for the best expected limit on the $W'$ production. These
optimal values are then plotted as a function of the WZ mass and an analytic function is fit to the resulting distribution. For the mass-window requirement, two regimes of linear behavior are observed: for masses less than 1200 GeV, a narrow mass window is optimal in order to reject as much background as possible. Above 1200 GeV, the background ceases to contribute significantly and it is better to have a large mass window. The $L_T$ requirement exhibits a linear relationship: as the mass increases, it is optimal to require a larger $L_T$, until around 1000 GeV, at which point having $L_T$ greater than 500 GeV is sufficient. These mass windows and $L_T$ requirements are summarized in Table 1.

Figure 1: The WZ invariant mass (left) and $L_T$ (right) distributions for the background, signal, and observed events after the WZ candidate selection. The last bin includes overflow events. The $(\text{obs} - \text{bkg})/\sigma$ in the lower panel is defined as the difference between the number of observed events and the number of expected background events divided by the total statistical uncertainty.

5 Systematic uncertainties

Systematic uncertainties affecting the analysis can be grouped into four categories. In the first group we include uncertainties that are determined from simulation. These include uncertainties in the lepton and $E_T^{\text{miss}}$ energy scales and resolution, as well as uncertainties in the PDFs. Following the recommendations of the PDF4LHC group [53, 54], PDF and $\alpha_s$ variations of the MSTW2008 [55], CT10 [56], and NNPDF2.0 [57] PDF sets are taken into account and their impact on the WZ cross section estimated. Signal PDF uncertainties are taken into account only to derive uncertainty bands around the signal cross sections, as shown in Fig. 2, and do not impact the central limit. An uncertainty associated with the simulation of pileup is also taken into account.

The second group includes the systematic uncertainties affecting the observed-to-simulated scale factors for the efficiencies of the trigger, reconstruction, and identification requirements. These efficiencies are derived from tag-and-probe studies, and the uncertainty in the ratio of the efficiencies is typically taken as the systematic uncertainty. For the $Z \rightarrow \mu\mu$ channel, we assign a 2% uncertainty related to the trigger scale factors, another 2% to account for the difference between the observed and simulated reconstruction efficiencies, and an additional 1% uncertainty related to the electron identification and isolation scale factors. For the $Z \rightarrow ee$
Table 1: Minimum $L_T$ requirements and search windows for each EGM $W'$ mass point along with the number of expected background events ($N_{bkg}$), observed events ($N_{obs}$), expected $W'$ signal events ($N_{sig}$), and the product of the signal efficiency and acceptance ($\varepsilon_{sig} \times Acc.$). The indicated uncertainties are statistical only.

<table>
<thead>
<tr>
<th>$W'$ Mass (GeV)</th>
<th>$L_T$ (GeV)</th>
<th>$M_{WZ}$ Window (GeV)</th>
<th>$N_{bkg}$</th>
<th>$N_{obs}$</th>
<th>$N_{sig}$</th>
<th>$\varepsilon_{sig} \times Acc.$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>170</td>
<td>110</td>
<td>163–177</td>
<td>9.0 ± 0.3</td>
<td>8</td>
<td>18 ± 1</td>
<td>1.33 ± 0.09</td>
</tr>
<tr>
<td>180</td>
<td>115</td>
<td>172–188</td>
<td>38 ± 2</td>
<td>49</td>
<td>140 ± 7</td>
<td>1.97 ± 0.09</td>
</tr>
<tr>
<td>190</td>
<td>120</td>
<td>181–199</td>
<td>62 ± 1</td>
<td>76</td>
<td>371 ± 14</td>
<td>2.6 ± 0.1</td>
</tr>
<tr>
<td>200</td>
<td>125</td>
<td>190–210</td>
<td>81 ± 4</td>
<td>86</td>
<td>610 ± 20</td>
<td>3.2 ± 0.1</td>
</tr>
<tr>
<td>210</td>
<td>130</td>
<td>199–221</td>
<td>86 ± 3</td>
<td>101</td>
<td>786 ± 23</td>
<td>3.9 ± 0.1</td>
</tr>
<tr>
<td>220</td>
<td>135</td>
<td>208–232</td>
<td>91 ± 3</td>
<td>84</td>
<td>896 ± 24</td>
<td>4.5 ± 0.1</td>
</tr>
<tr>
<td>230</td>
<td>140</td>
<td>217–243</td>
<td>92 ± 4</td>
<td>80</td>
<td>977 ± 25</td>
<td>5.2 ± 0.1</td>
</tr>
<tr>
<td>240</td>
<td>145</td>
<td>226–254</td>
<td>91 ± 4</td>
<td>84</td>
<td>1011 ± 24</td>
<td>5.8 ± 0.1</td>
</tr>
<tr>
<td>250</td>
<td>150</td>
<td>235–265</td>
<td>82 ± 1</td>
<td>85</td>
<td>1021 ± 23</td>
<td>6.4 ± 0.1</td>
</tr>
<tr>
<td>275</td>
<td>162</td>
<td>258–292</td>
<td>73 ± 3</td>
<td>85</td>
<td>970 ± 20</td>
<td>8.0 ± 0.2</td>
</tr>
<tr>
<td>300</td>
<td>175</td>
<td>280–320</td>
<td>60 ± 1</td>
<td>74</td>
<td>858 ± 16</td>
<td>9.6 ± 0.2</td>
</tr>
<tr>
<td>325</td>
<td>188</td>
<td>302–348</td>
<td>56 ± 3</td>
<td>53</td>
<td>792 ± 13</td>
<td>11.8 ± 0.2</td>
</tr>
<tr>
<td>350</td>
<td>200</td>
<td>325–375</td>
<td>48 ± 3</td>
<td>37</td>
<td>699 ± 10</td>
<td>13.9 ± 0.2</td>
</tr>
<tr>
<td>400</td>
<td>225</td>
<td>370–430</td>
<td>32 ± 1</td>
<td>40</td>
<td>542 ± 7</td>
<td>18.1 ± 0.2</td>
</tr>
<tr>
<td>450</td>
<td>250</td>
<td>415–485</td>
<td>23.1 ± 0.8</td>
<td>26</td>
<td>399 ± 5</td>
<td>21.5 ± 0.2</td>
</tr>
<tr>
<td>500</td>
<td>275</td>
<td>460–540</td>
<td>16.6 ± 0.5</td>
<td>13</td>
<td>297 ± 3</td>
<td>24.8 ± 0.3</td>
</tr>
<tr>
<td>550</td>
<td>300</td>
<td>505–595</td>
<td>13.2 ± 0.6</td>
<td>14</td>
<td>220 ± 2</td>
<td>27.6 ± 0.3</td>
</tr>
<tr>
<td>600</td>
<td>325</td>
<td>550–650</td>
<td>10.0 ± 0.5</td>
<td>10</td>
<td>167 ± 2</td>
<td>30.4 ± 0.3</td>
</tr>
<tr>
<td>700</td>
<td>375</td>
<td>640–760</td>
<td>4.7 ± 0.2</td>
<td>4</td>
<td>96.9 ± 0.8</td>
<td>34.3 ± 0.3</td>
</tr>
<tr>
<td>800</td>
<td>425</td>
<td>730–870</td>
<td>2.8 ± 0.2</td>
<td>5</td>
<td>56.5 ± 0.5</td>
<td>36.5 ± 0.3</td>
</tr>
<tr>
<td>900</td>
<td>475</td>
<td>820–980</td>
<td>2.1 ± 0.2</td>
<td>4</td>
<td>35.0 ± 0.3</td>
<td>38.6 ± 0.3</td>
</tr>
<tr>
<td>1000</td>
<td>500</td>
<td>910–1090</td>
<td>1.4 ± 0.1</td>
<td>0</td>
<td>23.7 ± 0.2</td>
<td>43.3 ± 0.3</td>
</tr>
<tr>
<td>1100</td>
<td>500</td>
<td>1000–1200</td>
<td>0.8 ± 0.1</td>
<td>0</td>
<td>15.9 ± 0.1</td>
<td>46.8 ± 0.3</td>
</tr>
<tr>
<td>1200</td>
<td>500</td>
<td>1080–1320</td>
<td>0.58 ± 0.08</td>
<td>1</td>
<td>10.77 ± 0.07</td>
<td>49.1 ± 0.3</td>
</tr>
<tr>
<td>1300</td>
<td>500</td>
<td>1108–1492</td>
<td>0.56 ± 0.08</td>
<td>1</td>
<td>8.20 ± 0.04</td>
<td>56.1 ± 0.3</td>
</tr>
<tr>
<td>1400</td>
<td>500</td>
<td>1135–1665</td>
<td>0.60 ± 0.08</td>
<td>1</td>
<td>5.64 ± 0.03</td>
<td>57.3 ± 0.3</td>
</tr>
<tr>
<td>1500</td>
<td>500</td>
<td>1162–1838</td>
<td>0.57 ± 0.08</td>
<td>1</td>
<td>3.76 ± 0.02</td>
<td>57.5 ± 0.3</td>
</tr>
<tr>
<td>1600</td>
<td>500</td>
<td>1190–2010</td>
<td>0.56 ± 0.08</td>
<td>1</td>
<td>2.56 ± 0.01</td>
<td>57.7 ± 0.3</td>
</tr>
<tr>
<td>1700</td>
<td>500</td>
<td>1218–2182</td>
<td>0.50 ± 0.08</td>
<td>1</td>
<td>1.782 ± 0.009</td>
<td>57.6 ± 0.3</td>
</tr>
<tr>
<td>1800</td>
<td>500</td>
<td>1245–2355</td>
<td>0.44 ± 0.07</td>
<td>1</td>
<td>1.255 ± 0.007</td>
<td>58.0 ± 0.3</td>
</tr>
<tr>
<td>1900</td>
<td>500</td>
<td>1272–2528</td>
<td>0.39 ± 0.07</td>
<td>0</td>
<td>0.844 ± 0.005</td>
<td>55.0 ± 0.3</td>
</tr>
<tr>
<td>2000</td>
<td>500</td>
<td>1300–2700</td>
<td>0.36 ± 0.07</td>
<td>0</td>
<td>0.595 ± 0.003</td>
<td>54.7 ± 0.3</td>
</tr>
</tbody>
</table>
channel, we assign a 5% uncertainty related to the trigger and another 2% uncertainty due to the differences in the observed and simulated efficiencies of muon reconstruction. An additional 3% uncertainty is assigned to the muon identification and isolation scale factors to cover potential differences related to the boosted topology of the signal.

The third category comprises uncertainties in the background yield. These are dominated by the theoretical uncertainties associated with the WZ background. We consider contributions coming from uncertainties related to the choice of PDF (described above), renormalization and factorization scales, and the SM WZ production modeling in MADGRAPH. Scale uncertainties were determined by studying the variation of the cross section in the same phase space of the analysis by varying the renormalization and factorization scales by a factor of two upwards and downwards with respect to their nominal values. The largest observed variation is taken as a systematic uncertainty. This procedure results in uncertainties of 5% for WZ masses up to 500 GeV and up to 15% from 600 GeV to 2 TeV. As the MADGRAPH sample used for simulating the WZ background contains explicit production of additional jets at matrix-element level, it provides a reasonable description of the process. The prediction is thus only rescaled with a global factor to the total NLO cross section computed with MCFM 6.6 [58]. To estimate uncertainties related to remaining modeling differences between the spectra predicted by MADGRAPH and true NLO predictions, we studied the ratio of the WZ cross section in the phase space defined by the analysis selection criteria (for each mass point) to the inclusive WZ cross section. We compared this ratio between MADGRAPH and MCFM and found differences of the order of 5% for WZ masses up to 1 TeV, and of the order of 30% between 1 and 2 TeV. These differences are taken as additional systematic uncertainties in the SM WZ background. For other background processes, the cross sections are varied by amounts estimated for the phase space relevant for this analysis as follows: ZZ and Z+jets by 30%, tt by 15%, and Zγ by 50%.

Finally, an additional uncertainty of 2.6% due to the measurement of the integrated luminosity is included [59]. Table 2 presents a summary of the above systematic uncertainties.

6 Results

As shown in Fig. 1, the data are compatible with the expected SM background and no significant excess is observed. Exclusion limits on the production cross section \( \sigma(pp \rightarrow W'/\rho_{TC} \rightarrow WZ) \times B(WZ \rightarrow 3\ell\nu) \) are determined using a counting experiment and comparing the number of observed events to the number of expected signal and background events. The limits are calculated at 95% confidence level (CL) by employing the ROOSTATS [60] implementation of Bayesian statistics [7] and assuming a flat prior for the signal production cross section. Systematic uncertainties, other than signal PDF uncertainties, are represented by nuisance parameters. The results for the number of observed and expected background and signal events at different \( W' \) masses, along with the efficiency times acceptance, are given in Table 1.

The expected (observed) lower limit on the mass of the \( W' \) boson is 1.55 (1.47) TeV in the EGM. For LSTC, with the chosen parameters \( M_{\pi_{TC}} = \frac{2}{3}M_{\rho_{TC}} - 25 \) GeV, the expected and observed \( \rho_{TC} \) mass limits are 1.09 and 1.14 TeV, respectively. For each of the above cases the lower bound on the exclusion limit is 0.17 TeV. Figure 2 shows these limits as a function of the mass of the EGM \( W' \) boson and the \( \rho_{TC} \) particle along with the combined statistical and systematic uncertainties. Figure 3 shows the LSTC cross section limits in a two-dimensional plane as a function of the \( \rho_{TC} \) and \( \pi_{TC} \) masses.

The \( W' \) production cross section and the branching fraction \( B(W' \rightarrow WZ) \) are affected by the strength of the coupling between the \( W' \) boson and WZ, which we refer to as \( g_{W'WZ} \). The EGM
Table 2: Summary of systematic uncertainties. Values are given for the impact on signal and background event yields. When the value of the uncertainty differs between the different decay modes of the W and Z bosons and/or between different W' masses considered, a range is quoted in order to provide an idea of the magnitude of the uncertainty, i.e. its impact.

<table>
<thead>
<tr>
<th>Systematic Uncertainty</th>
<th>Signal Impact</th>
<th>Background Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_T^{\text{miss}}$ Resolution &amp; Scale</td>
<td>1–3%</td>
<td>1–23%</td>
</tr>
<tr>
<td>Muon $p_T$ Resolution</td>
<td>1–3%</td>
<td>0.5–5%</td>
</tr>
<tr>
<td>Muon $p_T$ Scale</td>
<td>1–2%</td>
<td>1–22%</td>
</tr>
<tr>
<td>Electron Energy Scale &amp; Resolution</td>
<td>0.5–2%</td>
<td>1.5–12%</td>
</tr>
<tr>
<td>Pileup</td>
<td>0.1–0.8%</td>
<td>0.5–5%</td>
</tr>
<tr>
<td>Electron Trigger Efficiency</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>Electron Reconstruction Efficiency</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>Electron ID &amp; Isolation Efficiencies</td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td>Muon Trigger Efficiency</td>
<td>5%</td>
<td>5%</td>
</tr>
<tr>
<td>Muon Reconstruction Efficiency</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>Muon ID &amp; Isolation Efficiencies</td>
<td>3%</td>
<td>3%</td>
</tr>
<tr>
<td>$Z+\text{jets}$</td>
<td>—</td>
<td>30%</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>—</td>
<td>15%</td>
</tr>
<tr>
<td>$Z\gamma$</td>
<td>—</td>
<td>50%</td>
</tr>
<tr>
<td>ZZ</td>
<td>—</td>
<td>30%</td>
</tr>
<tr>
<td>WZ PDF</td>
<td>—</td>
<td>5–10%</td>
</tr>
<tr>
<td>WZ Scale</td>
<td>—</td>
<td>5–15%</td>
</tr>
<tr>
<td>WZ MADGRAPH Modeling</td>
<td>—</td>
<td>5–30%</td>
</tr>
<tr>
<td>Luminosity</td>
<td>2.6%</td>
<td>2.6%</td>
</tr>
</tbody>
</table>

assumes that $g_{WWZ} = g_{WWZ} \times M_W M_Z / M_{W'}^2$, where $g_{WWZ}$ is the SM WWZ coupling and $M_{W'}$, $M_Z$, and $M_W$ are the masses of the W', Z, and W particles, respectively. If the coupling between the W' boson and WZ happens to be stronger than that predicted by the EGM, the observed and expected limits will be more stringent. This is illustrated in Fig. 4, where an upper limit at 95% CL on the W'WZ coupling is given as a function of the mass of the W' resonance.

7 Summary

A search has been performed in proton-proton collisions at $\sqrt{s} = 8$ TeV for new particles decaying via WZ to fully leptonic final states with electrons, muons, and neutrinos. The data set corresponds to an integrated luminosity of 19.5 fb$^{-1}$. No significant excess is found in the mass distribution of the WZ candidates compared to the background expectation from standard model processes. The results are interpreted in the context of different theoretical models and stringent lower bounds are set at 95% confidence level on the masses of hypothetical particles decaying via WZ to the fully leptonic final state. Assuming an extended gauge model, an expected (observed) exclusion limit of 1.55 (1.47) TeV on the mass of the W' boson is set. Low-scale technicolor $\rho_{TC}$ hadrons with masses below 1.14 TeV are also excluded assuming $M_{\pi_{TC}} = \frac{3}{2} M_{\rho_{TC}} = 25$ GeV. These exclusion limits represent a large improvement over previously published results obtained in proton-proton collisions with $\sqrt{s} = 7$ TeV.
Figure 2: Limits at 95% CL on $\sigma \times B(W' \to 3\nu)$ as a function of the mass of the EGM $W'$ (blue) and $\rho_{TC}$ (red), along with the 1 $\sigma$ and 2 $\sigma$ combined statistical and systematic uncertainties indicated by the green (dark) and yellow (light) band, respectively. The theoretical cross sections include a mass-dependent NNLO K-factor. The thickness of the theory lines represents the PDF uncertainty associated with the signal cross sections. The predicted cross sections for $\rho_{TC}$ assume that $M_{\pi_{TC}} = \frac{3}{4} M_{\rho_{TC}} - 25 \text{ GeV}$ and that the LSTC parameter $\sin \chi = 1/3$.
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