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Abstract—Software developers working on change tasks commonly experience a broad range of emotions, ranging from happiness all the way to frustration and anger. Research, primarily in psychology, has shown that for certain kinds of tasks, emotions correlate with progress and that biometric measures, such as electro-dermal activity and electroencephalography data, might be used to distinguish between emotions. In our research, we are building on this work and investigate developers’ emotions, progress and the use of biometric measures to classify them in the context of software change tasks. We conducted a lab study with 17 participants working on two change tasks each. Participants were wearing three biometric sensors and had to periodically assess their emotions and progress. The results show that the wide range of emotions experienced by developers is correlated with their perceived progress on the change tasks. Our analysis also shows that we can build a classifier to distinguish between positive and negative emotions in 71.36% and between low and high progress in 67.70% of all cases. These results open up opportunities for improving a developer’s productivity. For instance, one could use such a classifier for providing recommendations at opportune moments when a developer is stuck and making no progress.

I. INTRODUCTION

Frustration, anger, happiness and enthusiasm are emotions that software developers frequently experience during their work [1]. These emotions are commonly intertwined with the progress one makes, such as experiencing positive emotions leading to more progress [2] or the state of being stuck and making no progress leading to frustration [3]. Research in psychology has already shown that there is a correlation between these two dimensions, the emotions and the progress people experience for certain kinds of tasks (e.g. [4]). To help ensure a developer’s time is spent as productive as possible, an indicator for a developer’s emotions could thus be used to prevent interruptions when a developer is “in flow”, making a lot of progress and should not be disturbed, or to provide recommendations at opportune moments when the developer is getting frustrated and close to being stuck.

With the recent advances in biometric (aka psychophysiological) sensor technology, an increasing amount of research in psychology has shown that a person’s biometric features, such as skin temperature, facial expression or respiration rate, can be used to detect and distinguish between emotions (e.g. [5], [6]). Psychology research has also shown that biometric measures can be used to determine a flow or stuck state (e.g. [3], [7]). However, these studies are focused on small analytical tasks or physics exercises and do not provide any evidence on its applicability to software development tasks, in particular, given the complexity and emotions as well as cognitive skills these kinds of tasks stress in humans.

In software engineering, only little research has focused on developers’ emotions and the use of biometric measures. For emotions, researchers have looked at the emotions that developers experience [1], [8], how they might affect productivity [9], [10], and whether one could use interaction logs to predict them [11], [12]. Using biometric sensors, in particular eye-tracking and fMRI, researchers have mainly studied how software developers comprehend code or use tools [13]–[15]. In a previous study, we looked at the use of biometric sensors to assess the difficulty of small code comprehension tasks [16].

In the research presented in this paper, we built upon existing work in software engineering and psychology and further investigate emotions and progress developers experience, as well as the use of biometric sensors to predict them in the context of change tasks. In particular, we are interested in the following three research questions:

RQ1: What is the range of developers’ emotions during change tasks and are developers’ emotions correlated with their perceived progress?

RQ2: What are aspects and practices that affect developers’ emotions and progress during change tasks?

RQ3: Can we use biometric sensors to determine developers’ emotions and progress during change tasks?

To address our research questions, we performed a study with 17 participants. In this study, participants worked on two change tasks for 30 minutes each while we recorded various biometric measures and periodically probed the participants for their emotions and progress. The results of our study show that developers experience a broad range of positive and negative emotions during change tasks that are similar to the ones experienced in other situations and that these emotions are highly correlated with progress, further supporting Graziotin et al.’s finding [9]. The results also show that the localization and understanding of relevant code are the most common aspects for emotions and progress to change. Using the biometric data gathered throughout the study, we trained a machine learning classifier that is able to distinguish between positive and negative emotions with an accuracy of 71.36% and between low and high progress with an accuracy of 67.70%.

This paper makes the following contributions:
• It presents and discusses the results of a study on the emotions and progress software developers have while working on change tasks.
• It presents an approach based on biometric measures to classify a developer’s emotions and perceived progress during software development change tasks.

The results of our study suggest that we might be able to use biometric sensors to determine a developer’s emotion and progress while working. This opens up a lot of opportunities for improving a developer’s productivity.

II. RELATED WORK

Work related to our research can be broadly categorized into four areas: general research on emotions and biometrics, research on biometric sensors in software engineering, research on developers’ emotions and perceived progress, and research on classifying progress.

A. Emotions and Biometrics

Research on emotions has a long history in psychology. Many theories and terminologies have been introduced along with several approaches to quantify emotions [17]. A widely used approach by Russel [18] differentiates between two cognitive dimensions of emotions: pleasure-displeasure and arousal-sleep. Today, these two dimensions are commonly called valence and arousal [19]. While the valence dimension is considered as the positive or negative character of an emotion [20], the arousal dimension indicates the amount of activation and excitement associated with an emotion [19]. In this paper, we generally adapt this terminology and refer to emotions with negative valence as negative emotions and emotions with positive valence as positive emotions.

To measure emotions, a broad range of research in psychology has explored the use of biometric sensors to measure the changes in the body caused by emotions. One of the most common emotions investigated through the use of biometric sensors is frustration. Researchers, for instance, induced frustration by manipulating computer games and measured the effect on the user with biometric sensors. Thereby, they found correlations between frustration and electro-dermal activity (EDA), blood volume pulse (BVP), electroencephalographic (EEG) activity, and muscle tension (e.g. [21]–[23]). In other studies, researchers found correlations between self-reported frustration levels and skin conductance or facial EMG while playing games or performing small tasks (e.g. [24], [25]).

To distinguish between various emotions, early research by Ekman et al. [26] was able to find differences in biometric signals for four negative emotions. More recently, similar studies were conducted that showed how BVP, EDA, respiration rate, or EEG can be used to distinguish between various emotions, such as anger, fear, sadness, disgust, happiness or surprise (e.g. [5], [27]–[29]).

Instead of distinguishing between different emotions, researchers have also used various biometric sensors to generally distinguish between positive and negative emotions. For instance, Leite et al. [30] used EDA to measure children’s affective state while playing chess, finding that negative affective states are generally associated with an increased EDA signal that exhibits a lower variation. Reuderink et al. [22] found that EEG measures are correlated with the valence and arousal dimension when they studied subjects playing computer games and induced emotions through the use of non-responsive controllers. Muldner et al. [31] found that the pupil size changes with negative and positive affect when they studied subjects solving exercises in physics and varied the affect. Finally, Drachen et al. [32] used a combination of biometric measures while participants played a computer game and found that heart rate and EDA are correlated with self-reported negative/positive affect.

In our research, we built upon these previous findings, but focus on software developers performing realistic change tasks that stress a broad range of emotions and cognitive skills. Additionally, we investigate the use of such biometric sensors to predict progress.

B. Biometrics in Software Engineering

Only few studies in software engineering make use of biometric technology. Most of these focus on the use of eye tracking to examine program comprehension. For instance, Crosby et al. [33] and Bednarik et al. [13] used an eye tracker to study how experienced and less experienced developers understand source code. Similarly, Sharif et al. [15] relied on eye tracking technology to investigate how different identifier naming conventions influence program comprehension by examining the visual effort spent on identifiers.

Very few studies used other biometric sensors. Siegmund et al. [14] used functional magnetic resonance imaging (fMRI) to examine the brain regions that are activated during small program comprehension tasks. Parnin [34] investigated the use of electromyography to measure sub-vocal utterances and found that this could be used to determine programming task difficulty. Finally, in a previous study, we used a combination of biometric sensors and found that they can be used to assess the difficulty of small code comprehension tasks [16].

In contrast to these studies, we focus on the use of biometric sensors to classify developers’ emotions and progress during change tasks.

C. Software Developers’ Emotion & Progress

A few studies have investigated the emotions that software developers experience and how these emotions affect their progress and productivity. Early on, Shaw [8] observed 12 undergraduate students working on a software engineering project and found that the self-reported emotions can change drastically within 48 hours. Similarly, Wrobel et al. [1] conducted a survey to investigate how emotions impact software developers’ effectiveness at work. They found that frustration is the most frequent negative emotion that also disturbs high productivity, and that for some people negative emotions can have a positive effect on productivity. Graziotin et al. [9] conducted an empirical study to investigate whether valence,
arousal and dominance correlate with the self-reported performance of software developers. In their study, they observed 8 developers working on a software development task for 90 minutes, asked them every 10 minutes about their emotions and productivity and found that valence and dominance are positively correlated with their productivity. In a second study, Graziotin et al. [35] observed 42 computer science students to find a relationship between affective states and creativity as well as analytic problem-solving skills. The study participants had to perform two tasks, an analytical one and a creative one, and affective states were assessed through a questionnaire. The results imply that developers with positive affect are significantly better problem solvers.

Different to these studies, Kahn et al. actively induced moods through videos that developers had to watch or influenced developers’ arousal through physical exercises and found that developers’ emotions have an influence on debugging performance [10]. Closer to our research, Khan et al. [12] also conducted two studies that focus on measuring mood with keyboard and mouse input. While in the first study, mood was self-reported, the second study induced mood through different kinds of music and an EDA sensor was used to differentiate between high and low arousal. The authors found an individual correlation between self-reported or induced mood and keyboard and mouse input, but no generic measure.

In our work, we extend results of earlier studies by providing more evidence on the correlation of emotions and progress, the aspects and practices that affect these and, in particular, how biometric measures can be used to classify self-reported emotions and progress during change tasks.

D. Classifying Progress

Research in psychology has shown that the state of being stuck and making no progress is frequently associated with negative emotions, while a state of flow and making lots of progress is frequently associated with positive emotions [3]. Only few approaches try to exploit this relationship and use biometric sensors to determine when people are in a state of being stuck or in flow. Muldner et al. [7], for instance, used four different sensors, a posture-chair, a skin conductance sensor, a pressure mouse, and an eye tracker, to determine the so called “yes-events”—brief expressions of positive affect—while students were solving physics exercises. They found that students had a larger pupillary response and a higher level of arousal during a yes-event, compared to neutral conditions. Our study is different in that we focus on realistic software change tasks and on emotions and progress.

In the field of software engineering, Carter et al. [11] tried to automatically determine moments in which a programmer is stuck based on IDE interaction logs and machine learning. In contrast to this work, we focus on biometric measures that are independent of an IDE and also differentiate between low and high progress as well as negative and positive emotions.

III. STUDY METHOD AND PARTICIPANTS

To learn about developers’ emotions and progress when performing change tasks and to address our research questions, we conducted a study with 17 developers. During the study, we had study participants work on two change tasks, while wearing biometric sensors. Additionally, we periodically asked them to assess their emotions and perceived progress.¹

A. Participants & Study Setup

For our study, we recruited 6 professional software developers and 11 PhD students with a major in computer science. Professional developers were recruited from two different software development companies in Switzerland. PhD students were recruited from the University of Zurich. The 17 participants (16 male, 1 female) ranged in age from 20 to 51 years and had an average professional development experience of 7.1 years (± 6.7), ranging from 1 to 29 years.

Figure 1 depicts the study setup. For this study, we used three different sensors: an off-the-shelf Neurosky MindBand EEG sensor (http://neurosky.com/), an Empatica E3 wrist band (https://www.empatica.com/), and the Eye Tribe eye tracking device (https://theeyetribe.com/). The study took place in a quiet room. Study participants had to wear the EEG headband and the Empatica wrist band and were placed in front of a standard 1920 x 1080 24-inch screen with the eye tracker located in front of the screen.

B. Study Method

Subjects were first asked to put on the Empatica and the EEG sensors. We then ensured that the devices were connected, data was recorded properly and that the clocks of all recording devices were in sync. Before starting with the actual study, we instructed participants on the procedure and on how to rate their emotions and progress. Prior to starting on the first change task and before switching to the second change task, we asked participants to relax and watch a calming video of fish swimming in a fish tank for two minutes. In our previous study we saw that these two-minute videos relaxed participants and allowed their biometric features drop back

¹A replication package of the study is available at http://seal.ifi.uzh.ch/people/mueller/SensingDevelopersEmotions.
to a baseline after about a minute [16]. After watching the fish tank video, participants started to work on one of the two change tasks. The order of the tasks was randomly assigned to each participant, but counterbalanced across all participants.

During their work on the change tasks, we interrupted participants either after they had been working for 5 minutes uninterrupted, or when they showed signs of strong negative or positive emotions, such as cursing or smiling. We chose a time frame of 5 minutes since previous studies found that developers switch tasks on average every 4.5 minutes during their work [36]. During each interruption, we asked participants to rate their emotional state at the moment of the interruption and their current perceived progress. For rating emotions, we followed Russell’s 2-dimensional Circumplex model [18] and asked participants to rate them along two axes, a horizontal one for valence and a vertical one for arousal. Based on related work [37], both axes ranged from -200 (low) to +200 (high). To measure the perceived progress, we asked participants to rate it on a 5-point Likert scale. Table I lists the questions and answer ranges. In addition to these ratings, we asked participants about the reasons for their current state of emotions and progress and what could help them to feel better or make more progress. After working on the first change task for 30 minutes, we stopped participants, had them watch a fish tank video and then had them start working on the second task. For the second task we again followed the same protocol as for the first one.

After participants had been working on the second task for 30 minutes, we stopped them, showed them a two-minute fish tank video and then presented them two sets of pictures that are known for inducing specific emotions: one set inducing positive emotions and one inducing negative emotions [38]. The order of the two sets was randomly assigned to each participant, but counterbalanced across all participants. After each set of pictures, we asked participants to again rate their emotions. We used these picture sets to capture baselines of emotional reactions for each study participant. The picture sets were shown at the end of the study to ensure that they did not influence developers’ emotions during their work on the change tasks. In between the two sets, we asked participants to relax and watch a fish tank video.

Once a study participant completed the last assessment of emotions, we stopped the recording of the biometric data and removed all sensors. Then we asked the participant to complete a questionnaire on the demographic background and conducted a brief interview. In the interviews we asked participants when and why they experience negative and positive emotions during change tasks and which practices they employ to avoid particularly negative emotions. We took hand written notes and audio recorded the interviews.

### C. Change Tasks

Study participants were asked to work on two change tasks for which we provided short descriptions. One task was to write a small Java program that interacts with the StackExchange API [39] to retrieve all answers posted by a specific user on StackOverflow and sum up the scores the user earned for these answers. The other task was to implement a new feature in JHotDraw [40], an open-source Java GUI framework. JHotDraw provides a functionality to undo the latest command. For the study, participants were asked to implement a feature that allows users to undo more than one command at once by choosing from a history view of commands. We chose these two tasks, since they are representative of general change tasks as well as they are not too easy to solve and thus could stress both negative and positive emotions. We ran a pilot study with two subjects working on these two tasks, validating that they can trigger both positive and negative emotions. During the study, participants were allowed to use the Internet and search for help as they would normally do.

### D. Data Collection

During the course of the study we collected biometric measurements that research has previously linked to negative and positive emotions: electro-dermal activity (EDA), electroencephalography (EEG), skin temperature, heart rate, blood volume pulse (BVP) and various eye-related measurements, such as pupil size. We used a Neurosky MindBand sensor to capture EEG data, an Empatica E3 wrist band to record skin- and heart-related signals, and an Eye Tribe eye tracker to capture eye-related measures. Table II presents an overview of the captured measurements and the linked emotional aspects.

Over all study participants, we collected 213 emotion and 213 progress ratings with an average of 12.5 (± 0.9) per participant, ranging from 11 to 14 ratings (as listed in the “Emotions” column of Table VII) and an interruption every 4.1 minutes on average, ranging from 0.7 to 5 minutes. In addition, we collected two emotion ratings per participant for the two sets of emotion inducing pictures. Finally, we also collected answers on the questions we asked for each of the 213 times we interrupted them and for the questionnaires and the interviews at the end.

### IV. Analysis and Results

In this section, we address our three research questions by presenting the analysis and results of the quantitative and qualitative data gathered in our study. We present results aggregated over all participants. In a performance analysis between the group of professional developers and the group of PhD students we only found minor and statistically non significant differences. For the analysis, we divided each task into five subtasks and assessed for each participant the completion of each subtask as fully, partially or not at all completed. Professional developers fully or partially completed a mean

<table>
<thead>
<tr>
<th>TABLE I: Questions and answer ranges during our study.</th>
</tr>
</thead>
</table>
| 1. Please rate how you felt right at the moment of the interruption.  
[-200 (very unpleasant) to +200 (very pleasant)] |
| 2. Please rate how you felt right at the moment of the interruption.  
[-200 (very calm/relaxed) to +200 (very excited/stimulated)] |
| 3. How do you rate your progress right before you were interrupted?  
[Likert scale with 1 (completely stuck / no progress at all), 3 (neutral), 5 (in flow / a lot of progress)] |
TABLE II: Overview of biometric measures and emotion-related aspects previously linked in literature.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Previously linked to</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pupil size</td>
<td>excitement [7]; positive and negative affect [31]</td>
</tr>
<tr>
<td>Fixations</td>
<td>valence [41]</td>
</tr>
<tr>
<td>Eye blinks</td>
<td>frustration [24]; stress and anxiety [32]</td>
</tr>
<tr>
<td>Frequency bands</td>
<td>valence [22], [43]; arousal [22]; happiness and sadness [44]; various emotions [28], [45]</td>
</tr>
<tr>
<td>Ratios of frequency bands</td>
<td>valence and arousal [46]</td>
</tr>
<tr>
<td>Attention and Meditation</td>
<td>valence and arousal [47]</td>
</tr>
<tr>
<td>Electro-dermal activity (EDA)</td>
<td>valence and arousal [48], [49]; engagement [49]; frustration [23], [24], [29], [50]; positive and negative affect [30], [32]; various emotions [5], [26], [27], [51]</td>
</tr>
<tr>
<td>Skin temperature</td>
<td>valence and arousal [48]; boredom, engagement and anxiety [27]; various emotions [26]</td>
</tr>
<tr>
<td>Blood volume pulse (BVP)</td>
<td>frustration [23]; various emotions [5]; valence and arousal [48];</td>
</tr>
<tr>
<td>Heart rate variability (HRV)</td>
<td>anxiety [52]; various emotional states [53]</td>
</tr>
<tr>
<td>Heart rate (HR)</td>
<td>valence [43], [48]; arousal [48]; positive and negative affect [32]; happiness [54]; various emotions [27], [51], [53]</td>
</tr>
</tbody>
</table>

A. Experienced Range of Emotions & Progress (RQ1)

To examine the range of emotions developers experience during their work on a change task and whether the range of emotions is similar to the one experienced in other situations, we analyzed participants’ ratings of arousal and valence during change tasks as well as the ones gathered for the emotion inducing pictures. Figure 2 illustrates the range of emotions with respect to the valence and arousal dimension. Blue markers indicate ratings during change tasks and red markers indicate ratings for the pictures that induce negative (low valence) and positive emotions (high valence). While working on the change tasks, each developer experienced a broad range of emotions, both for the valence and the arousal dimension. Valence ranged for developers from -183 to 200 and arousal from -151 to 181 with an average interquartile range per developer of 65.9 (±49.0) for the valence and 49.8 (±40.0) for the arousal dimension.

Since we are particularly interested in positive and negative emotions which are represented by the valence dimension, we compared the valence ratings for change tasks with the ones for the pictures inducing positive and negative emotions. Figure 3 depicts box plots of the valence ratings for change tasks as well as the two picture sets. The box plots highlight that the picture sets generally induced negative and positive emotions and that the range of emotions during change tasks and for the picture sets strongly overlap. These results show that the emotions developers experience during change tasks cover a broad range of positive and negative emotions and that they are similar to the ones experienced in other situations.

During their work on each of the two change tasks, developers also experienced the whole range of progress, from 1 (being stuck) to 5 (in flow / a lot of progress), with a median of 3 and an interquartile range of 2 (see Table III). To examine whether emotion and progress ratings correlate and one might be able to use emotions as a proxy for a developer’s progress, we applied a linear mixed model approach to the gathered data. We used a linear mixed model approach instead of other regression models, since research has shown that it is well suited for repeated measures from the same individual and is able to account for random effects, such as the task or the time of measurement [55]. We defined the self-reported progress rating as the dependent variable. Studies have shown that ordinal data, such as Likert scale ratings, can be used in these kind of parametric tests (e.g. [56]). Furthermore, we defined the valence and arousal as well as their interaction with the measurement time as fixed effects and the participant,
the task and the measurement time itself as random effects. Thereby, we standardized valence and arousal ratings for each participant to accommodate for individual differences in rating. Checking this model against the null model without any fixed effects results in a significant difference ($\chi^2(5) = 106.69, p < 0.001$). This difference shows that the valence and arousal dimensions have a significant effect on the progress in our model.

Table IV provides an overview of the fixed-effects estimates as well as the upper- and lower-bound $p$-values for assessing significance. The results show that, at the 0.05 confidence level, both arousal and valence are correlated with progress, however, the correlation between arousal and progress is only very weak. The valence dimension holds by far the highest explanatory power (28.03%) of the whole model (29.12%). The random effects for the measurement time is estimated to be 0, for the task it is in the range [-0.16, 0.16] and the random participant effect is in the range [-1.22, 0.80]. These results indicate that for the random effects that we modelled in our approach, the measurement time has no effect, the task has a medium effect and the participant has the highest effect on our model.

When analyzing individual ratings for each participant, we noticed that for some subjects the valence dimension of their emotions strongly correlated with the progress rating, while for other subjects, it did not. When calculating correlations on an individual basis, we found significant correlations for 12 subjects, but not for the other 5 subjects (S6, S7, S8, S14 and S16). Figure 4 provides examples for each of the two groups, with a strong correlation between valence and progress for subject S1 (Spearmán’s rank correlation coefficient $\rho = 0.88, p < 0.001$) in Figure 4a, and no significant correlation for subject S6 ($\rho = 0.38, p = 0.28$) in Figure 4b.

In summary, the results provide evidence that valence is highly correlated with perceived progress and might be a good indicator for progress overall, but a lot better for some individuals than others. These findings also support and confirm results on the correlation between emotion and progress found in a study with less participants by Graziotin et al. [9].

### B. Aspects & Practices Affecting Emotions & Progress (RQ2)

To explore the aspects that affect emotions and progress during a change task and the practices developers employ to avoid negative emotions or a lack of progress, we analyzed the participants’ answers to our questions during and after the tasks. We gathered a total of 186 answers out of the 213 data points in which participants’ valence, progress or both ratings changed with respect to participants’ previous rating during the change task. Since neither the participant’s valence or progress changed for the other 27 data points, we did not include them in this analysis. In 91 of these 186 cases the valence and/or progress increased and in 95 cases they decreased. Based on grounded theory techniques [57], we used a combination of open, axial and selective coding to identify codes, group them into concepts and categories and find quotes related to the main categories. To avoid observer bias, both authors of this paper performed the coding, discussed and integrated the results.

### TABLE IV: Fixed-effects estimates on progress (* indicates significant estimates at the 0.05 confidence level).

<table>
<thead>
<tr>
<th>Effect</th>
<th>Estimate</th>
<th>Upper p-value</th>
<th>Lower p-value</th>
<th>Deviance explained (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valence</td>
<td>0.66 (+)</td>
<td>0.00</td>
<td>0.00</td>
<td>28.03</td>
</tr>
<tr>
<td>Arousal</td>
<td>0.10 (+)</td>
<td>0.02</td>
<td>0.02</td>
<td>1.09</td>
</tr>
<tr>
<td>Time</td>
<td>0.01</td>
<td>0.66</td>
<td>0.66</td>
<td>0.04</td>
</tr>
<tr>
<td>Valence-Time</td>
<td>-0.01</td>
<td>0.78</td>
<td>0.78</td>
<td>0.02</td>
</tr>
<tr>
<td>Arousal-Time</td>
<td>0.01</td>
<td>0.78</td>
<td>0.78</td>
<td>0.02</td>
</tr>
</tbody>
</table>

### TABLE V: Top 5 reasons for a change in emotions/progress.

<table>
<thead>
<tr>
<th>Increase in emotions/progress</th>
<th># Cases</th>
<th>Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>localize relevant code</td>
<td>21 (11.3%)</td>
<td>14 (82.4%)</td>
</tr>
<tr>
<td>(better) understand parts of the code</td>
<td>18 (9.7%)</td>
<td>13 (76.5%)</td>
</tr>
<tr>
<td>next steps are clear</td>
<td>12 (6.5%)</td>
<td>9 (52.9%)</td>
</tr>
<tr>
<td>produce something / write code</td>
<td>9 (4.8%)</td>
<td>6 (35.3%)</td>
</tr>
<tr>
<td>have new idea</td>
<td>8 (4.3%)</td>
<td>6 (35.3%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decrease in emotions/progress</th>
<th># Cases</th>
<th>Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>difficulty in understanding how parts of the code/API work</td>
<td>33 (17.7%)</td>
<td>12 (70.6%)</td>
</tr>
<tr>
<td>difficulty in localizing relevant code</td>
<td>15 (8.1%)</td>
<td>8 (47.1%)</td>
</tr>
<tr>
<td>not being sure about next steps</td>
<td>9 (4.8%)</td>
<td>9 (52.9%)</td>
</tr>
<tr>
<td>realize that hypothesis on how code works is wrong</td>
<td>9 (4.8%)</td>
<td>7 (41.2%)</td>
</tr>
<tr>
<td>missing / insufficient documentation</td>
<td>3 (1.6%)</td>
<td>3 (17.6%)</td>
</tr>
</tbody>
</table>

### Aspects that Affect Emotions & Progress. The top five reasons for an increase or a decrease in emotions or progress that participants mentioned when asked during their work on the tasks are summarized in Table V. In both cases, the ability to locate relevant parts of the code and the understanding of parts of the code are the top most reasons and account for 86 of the total of 186 cases (46.2%). When participants were able to locate a starting point or relevant code, it made them feel better and have a good feeling of their progress, while not finding the relevant code resulted in the opposite:

"I’ve found a starting point almost immediately. I have a good feeling that I’ll make significant progress very soon." (S1)

"It’s going too slow. I think it’s very cumbersome when so much time is needed to understand the project and find a starting point." (S9)

Similarly, a better understanding of parts of the code or the difficulty in understanding can cause changes in a developer’s emotions and her feeling of progress. While a better understanding of parts of the code can lift a developer’s emotions, the lack thereof can lead to annoyance and anger:

"I finally understand what I really need to do. There is light at the end of the tunnel." (S12)

"It’s unclear how to use UndoManager. That pisses me off." (S1)

One aspect that had a very strong impact on a developer’s emotion or perception of progress was the writing of code. Thereby, it was not even important whether the code is correct or not, just the mere fact of producing some visible output lifts the spirit of developers as one participant stated:

"I'm feeling slightly better again, since I've produced something visible. At the moment, it's not so important if it’s correct or not.
Most importantly, I’ve produced output. That makes me feel great.” (S7)

Common among all answers is that participants talked about emotions and progress simultaneously. In many cases, emotions were either mentioned alongside with a perception of progress, or they were mentioned as one affecting the other, for instance, the lack of progress causing annoyance:

"I finally figured out how to do it. I’m really happy and I’m not feeling completely stuck anymore." (S6)

"I can’t make any progress. That’s annoying." (S13)

This co-occurrence of comments on emotions and on progress in participants’ answers further supports our findings from RQ1, indicating a correlation between a developer’s positive and negative emotions and the perceived progress.

Practices Employed to Avoid Negative Emotions and Getting Stuck. Since we are interested in understanding how we can support developers in avoiding negative emotions and being stuck, we also asked about the support one could provide in these cases. Most commonly participants stated that a more complete and detailed documentation (27 cases), a description of the high-level architecture (18 cases) and better code examples (17 cases) would be beneficial to feel better and improve progress. When asked more generally about the practices participants employ to avoid negative emotions, three general strategies emerged from the answers: switching context when stuck, setting clear goals, and allocating sufficient resources ahead of time.

Several participants stated that they will switch context and, for example, switch to a different task, talk to others, or take a break. This helps them to feel better and to get new ideas:

"When I’m frustrated, most often I take a coffee break or do something completely different. For example read the [news] online. Just something completely different. Most often I’m more relaxed afterwards.” (S9)

"I take a break then and suddenly after the break, the problem is way easier to solve.” (S2)

Another practice to avoid negative feelings in the first place, is to set yourself clear goals before starting to work and then actively avoid potential distractions and fade out all other things. Participants thereby also mentioned to give themselves certain rewards for achieving a certain goal:

"What helps me is to set myself a goal. For example, work on this task until then and then, and afterwards, I will give myself some sort of reward, for example, take a break.” (S1)

Finally, allocating and planning sufficient resources for a task is a common strategy among participants to avoid negative emotions. Study participants reported that time pressure often leads to stress and frustration for them and they therefore try to reserve enough time for the completion of a task.

C. Biometric Sensors to Determine Developers’ Emotions and Progress (RQ3)

To investigate whether we can use biometric sensors to distinguish between positive and negative emotions as well as episodes of low and high progress that developers experience during change tasks, we applied a machine learning approach to the collected data. Over the course of the participants’ work on both change tasks we collected biometric data for a total of 213 intervals. Figure 5 illustrates a set of four such intervals for participant S4 together with the collected EDA and the heart rate signal as well as the participant’s emotion and progress ratings. Especially for the EDA signal, the example presented in Figure 5 shows a visible difference between the first episode with medium progress and higher valence compared to the last episode with the developer being stuck and a lower valence. Each interval is delimited by our periodic interruptions for which the data is not taken into account. Since emotions typically last for seconds or at the longest up to minutes [58], we decided to take into account the 10 seconds of biometric data collected before each time we asked a participant to rate her emotions and progress. Due to errors during the data capturing process, we were not able to collect or use heart- and skin-related measurements for S3 and eye-related measurements for S8 in our analysis. All other measurements for these two participants were, however, included in the analysis.

Data Cleaning and Feature Extraction. Since biometric data can be intensely noisy, we applied various noise cleaning steps to the data before extracting features. For the eye-tracking
data, we deleted all measurements that were marked as invalid by the eye-tracking device. We also standardized the pupil sizes by participant to account for the differences between participants. Based on research that has shown that pupil size and fixation duration is affected by positive and negative emotions (e.g. [7], [31], [41]), we extracted various features for fixation duration and pupil size.

The EEG sensor captures the electrical activity of the brain, measured on the scalp. Research has shown that frequency bands, extracted from brain waves, can be used to distinguish between various emotions (e.g. [28], [44], [45]). We therefore extracted common frequency bands [59]: \( \alpha \) (8-12Hz), \( \beta \) (12-30Hz), \( \gamma \) (30-80Hz), \( \delta \) (0-4Hz), \( \theta \) (4-8Hz) from the brain wave signal and also calculated the fraction of each band with one another. Additionally, the Neurosky Mindband sensor provides two pre-processed signals, called Attention and Meditation, that we also used for our analysis. Finally, we extracted the eye blink rate from the EEG signal using a method proposed by Manoilov [60]. We could have extracted the eye blink rate from the eye tracker data. However, since we were not able to capture this data for S8, we used the EEG signal.

The EDA signal consists of two parts: the low frequency, slowly changing tonic part, and the high frequency, fast changing phasic part [61]. We used a low-pass and a high-pass Butterworth filter to extract the phasic and tonic part from the EDA signal. In particular features related to the peaks in the phasic signal, but also features extracted from the tonic part of the signal, were closely linked to emotions in previous studies (e.g. [5], [30], [32]). The Empatica E3 sensor also measures skin temperature that research has used to infer emotional states (e.g. [26], [27], [48]). We included these features in our analysis as well.

For the heart-related data we focused on features that describe peaks of the blood volume pulse (BVP) signal [62] and we also extracted the mean heart rate that was used in research to assess emotions [43], [54]. By a simple transformation, the heart rate can be used to calculate the heart rate variability (HRV) that represents the variation in the time interval between two consecutive heart beats. In research, HRV was previously used to infer various emotional states [63] and is usually analyzed by calculating the mean and the standard deviation of the time between two successive heart beats [64]. We added these features to our analysis as well.

**Data Labelling.** To distinguish between positive and negative emotions, we focused on the valence dimension of the emotion ratings. Given the individual differences in the way participants rated their emotions, we used the emotion inducing pictures, known for inducing particularly negative and positive emotions [38], to determine a baseline for each participant. We calculated the mean of the valence ratings for the positive and negative emotion inducing pictures and then labeled the ratings from the change tasks below the mean as negative and the ones above the mean as positive. We manually inspected all valence ratings for each participant to disambiguate in cases the ratings were very close to the mean. Only for 5 cases out of the 213, the ratings were almost identical with the mean. In these five cases we additionally took the participants’ comments into account to unambiguously label them. We ended up with 128 ratings for positive and 85 ratings for negative emotions.

To distinguish between low and high progress, we used participants progress ratings on the 5-point Likert scale (1 = completely stuck / no progress at all, 3 = neutral, 5 = in flow / a lot of progress) and classified ratings of 1 and 2 as low progress and ratings of 4 and 5 as high progress. Since we were not interested in episodes where subjects reported their progress as neutral, we removed these instances from our analysis. We ended up with 79 instances of low progress and 82 instances of high progress.

**Machine Learning.** For our machine learning classifier, we used the Java-based framework Weka [65]. We first partitioned our data by participant and task. Since each participant worked on two different change tasks and we collected 5 to 7 emotion and progress ratings per task and participant, we ended up with 17 times 2 (\( \approx 34 \)) participant-task combinations, each having 5 to 7 data points. We partitioned the data by participant and task to avoid having data points from the same participant and the same task in both the training and testing set. We then
used a leave-one-out method and trained our classifier in turn with all participant-task combinations except one, and used the remaining combination as test set. For feature selection we used ConsistencySubsetEval, a Weka implementation of an algorithm that chooses a feature subset based on the consistency between the data [66]. As classifier, we opted for a decision tree classifier and used J48, the Weka implementation of C4.5 [67]. We used a decision tree classifier under the assumption that its non-parametric characteristics [68] would fit our collected data, which often exhibited a non-parametric distribution.

Results. Table VI presents the results of our machine learning classification. When classifying emotions into positive and negative ones, a classifier trained on biometric data is able to predict 71.36% of all cases correctly. Compared to a naive predictor that always predicts the most dominant class but never any other class, this is an improvement of 18.76%. Compared to a random predictor that randomly predicts one of the two classes, this is an improvement of 42.72%. The features with the most predictive power for this kind of prediction were the brainwave frequency bands, the pupil size, as well as the heart rate. Predicting the progress achieved similar accuracy. Our machine learning approach was able to classify 109 out of 161 cases correctly (67.70%). This is an improvement of 32.93% compared to a naive predictor and 35.40% compared to a random predictor. To classify progress, the EDA tonic signal, the temperature, brainwave frequency bands, and the pupil size were most predictive. These results indicate that we can use biometric measurements to distinguish fairly accurately between positive and negative emotions that a developer experiences during a programming task. Slightly less accurate, but still better than a naive or random predictor, it is also possible to distinguish between episodes of low and high perceived progress. The results also indicate that a combination of multiple sensors works best for these kind of predictions.

To examine the results in more detail and by participant, Table VII lists all results partitioned by participant. The results show that for some participants, e.g. S11 or S14, the prediction of positive and negative emotions as well as low and high progress works very well, while for other participants, such as S16 or S17, both predictions do not achieve great accuracy.

Finally, we also examined if we could train a classifier and then use it for classifying emotions and progress of a participant that the classifier was not previously trained on. Therefore, we trained the classifier in turn for all participants except one and used the data of the remaining participant for testing. While the accuracy for distinguishing positive and negative emotions is identical (71.36%), the accuracy to distinguish between low and high progress is slightly lower (63.35%).

V. DISCUSSION

Individual Differences. While our results show that over all developers there is a correlation between emotions and perceived progress and biometric features can be used to predict emotions and progress, the analysis also shows that there are strong individual differences with respect to the correlation and the classification. For instance, while the machine learning classifier for emotions is only correct in 30.77% of the cases for participant S7, it goes up to 85.71% of correct cases for S3 (see Table VII). Khan et al. [12] already pointed out that, due to the widely varying range and perception of emotions by individual participants, it is very difficult to find relationships between an individual’s emotions and other aspects, such as progress, that hold for more than just a few people. Especially given the high variability in biometric measures between individuals [69], an approach that more specifically takes into account individual differences and is, for instance, trained specifically for a developer, might greatly improve our results. While this has the disadvantage of requiring training sessions for each user, we assume this will be negligible compared to the potential benefit it could bring.

Developer Support. The quantitative and qualitative results of our study also contribute new knowledge on how to support a developer and ensure that her time is spent as productive as possible. Since developers frequently had negative emotions and experienced little progress when they did not understand parts of the code, one could use an approach with a classifier on emotions and progress to identify places in the code that are particularly difficult to understand and might benefit from a code review or refactoring. In particular, given the new advances in eye tracking technology that make them a lot more affordable and easy to add to any existing setup, one might be able to use the classifier to track the difficult parts of the code on the level of code lines. Thus, such a classifier might be used as a new kind of code smell detector.

TABLE VI: Machine learning results for classifying emotions and progress together with the features selected for each classifier (Δ represents the difference to the baseline).

<table>
<thead>
<tr>
<th>Prediction</th>
<th>Correct</th>
<th>Precision</th>
<th>Recall</th>
<th>Selected features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotion</td>
<td>71.36%</td>
<td>64.32%</td>
<td>82.03%</td>
<td>ΔAlpha, ΔBeta/Theta, MinPupilSize, MeanHR</td>
</tr>
<tr>
<td>Progress</td>
<td>67.70%</td>
<td>67.85%</td>
<td>68.29%</td>
<td>ΔAlpha, ΔBeta/Theta, MinPupilSize, MeanPupilSize, MeanSCL</td>
</tr>
</tbody>
</table>

TABLE VII: Machine learning results partitioned by participant.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Emotions Correct</th>
<th>Progress Correct</th>
<th>Emotions Total</th>
<th>Progress Total</th>
<th>% Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>8</td>
<td>13</td>
<td>61.54</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>S2</td>
<td>11</td>
<td>14</td>
<td>78.57</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>S3</td>
<td>12</td>
<td>14</td>
<td>85.71</td>
<td>7</td>
<td>12</td>
</tr>
<tr>
<td>S4</td>
<td>8</td>
<td>11</td>
<td>72.73</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>S5</td>
<td>11</td>
<td>13</td>
<td>84.62</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>S6</td>
<td>8</td>
<td>11</td>
<td>72.73</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>S7</td>
<td>4</td>
<td>13</td>
<td>30.77</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>S8</td>
<td>10</td>
<td>13</td>
<td>76.92</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>S9</td>
<td>11</td>
<td>13</td>
<td>84.62</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>S10</td>
<td>9</td>
<td>13</td>
<td>69.23</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>S11</td>
<td>10</td>
<td>12</td>
<td>83.33</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>S12</td>
<td>10</td>
<td>12</td>
<td>83.33</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>S13</td>
<td>10</td>
<td>13</td>
<td>76.92</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>S14</td>
<td>10</td>
<td>12</td>
<td>83.33</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>S15</td>
<td>6</td>
<td>12</td>
<td>50.00</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>S16</td>
<td>7</td>
<td>12</td>
<td>58.33</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>S17</td>
<td>7</td>
<td>12</td>
<td>58.33</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>Total</td>
<td>152</td>
<td>213</td>
<td>71.36</td>
<td>109</td>
<td>161</td>
</tr>
</tbody>
</table>
that could more automatically add a human aspect to code analysis. Furthermore, when a developer is trying to locate relevant code, a classifier on emotions and progress could be used to determine the times when code recommendations would be particularly helpful. This would allow to avoid overwhelming developers with continuous recommendations but provide them at opportune moments when the developer is most susceptible to them. In addition, knowing when a developer has particularly negative emotions or getting stuck one could recommend taking a break, while in a state of flow, tool support could be built to avoid interruptions through notifications or coworkers.

**Negative Emotions.** While results have shown that negative emotions are often correlated with low progress, it is important to note that avoiding negative emotions at every cost will not always automatically lead to more progress. In certain situations, negative emotions might actually be a necessary part to solve a problem and lead to higher progress later on, and occasionally being frustrated by a task might provide indirect benefits. As Wrobel et al. [1] already observed in their study, negative emotions can act as an activator for developers to become more productive. Future studies are needed to explore this positive aspect of negative emotions further and determine if there are ways to distinguish between possibly beneficial or detrimental experiences of negative emotions, such as frustration.

**Ethical and Privacy Concerns.** Finally, with the introduction of biometric sensors there are also ethical and privacy concerns to be addressed. While advances in sensor technology might decrease the physical invasiveness of these sensors, the capturing of huge amounts of very personal data can raise several ethical and privacy concerns in a developer. By focusing on the individual and providing personalized support to the developer without sharing the fine-grained and very developer-specific data with others, we can help to assuage these concerns. In future studies, we plan to further investigate the impact of such support on the individual and how we might be able to avoid such concerns.

**VI. Threats To Validity**

**External Validity.** Since participants only worked on two change tasks, the generalizability of our study might be limited. We tried to mitigate this risk by carefully choosing study tasks representative of typical change tasks, either requiring the use of a popular API or requesting a change in a system commonly used for studies. Another threat to generalizability is the selection of participants. We tried to limit this by recruiting participants with various backgrounds.

**Internal Validity.** We observed participants while they were working in our lab study setup. In particular the environment might trigger different emotions or progress than participants would usually experience in their work environment. We tried to mitigate this risk by selecting representative tasks that triggered a broad range of emotions and validated it with emotion inducing pictures. Future work needs to investigate if these results can be ported to life work environments.

During the study, we regularly interrupted participants and asked them to rate their emotions and progress. These interruptions might have influenced participants’ performance and ratings. We tried to mitigate this risk by choosing a time interval between interruptions that is representative of the time interval of developers’ task switches.

**Construct Validity.** As one part of this study, we used biometric measurements to predict the positive and negative emotions as well as developers’ perceived progress. The data captured with these sensors might be affected not only by the emotions and progress that developers experienced during the study tasks, but also by study participants’ personality traits or their general stress level. To mitigate this risk, we conducted the study in a quiet environment and limited all unnecessary distractions. Additionally, we periodically let the study participants watch a calming and relaxing video and collected biometric baseline data that we used in the analysis to compare the data collected during the study tasks.

**VII. Conclusion**

Software developers experience a broad range of emotions during their work. Previous studies have shown that biometric sensors can be used to distinguish between positive and negative emotions. These studies focused on certain kinds of tasks, such as very small analytical tasks, that are not representative of development tasks. In the presented research, we built upon extend previous work to the context of software change tasks and the classification of a developer’s progress as well as emotions. The results of our study show that using machine learning, we are able to distinguish between positive and negative emotions in 71.36% of all cases and between low and high progress in 67.70%. Our results also show that emotions and perceived progress are highly correlated and illustrate aspects and practices that affect emotions and progress. These insights provide a lot of opportunities for future work that could have direct potential impact on a developer’s work and productivity. One could, for instance, provide automatic support to a developer by recommending code examples, relevant documentation or even just a short break when the developer is getting stuck and frustrated and it might be most beneficial. Similarly, one can imagine tool support to minimize and postpone interruptions when the developer is in flow and the cost of an interruption would be particularly high. In future work, we intend to explore these opportunities and further examine more individualized classifiers that take into account differences in people’s biometric data and thus might be able to determine a developer’s emotions and progress even better.
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