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Abstract—Flying robots require a combination of accuracy and low latency in their state estimation in order to achieve stable and robust flight. However, due to the power and payload constraints of aerial platforms, state estimation algorithms must provide these qualities under the computational constraints of embedded hardware. Cameras and inertial measurement units (IMUs) satisfy these power and payload constraints, so visual-inertial odometry (VIO) algorithms are popular choices for state estimation in these scenarios, in addition to their ability to operate without external localization from motion capture or global positioning systems. It is not clear from existing results in the literature, however, which VIO algorithms perform well under the accuracy, latency, and computational constraints of a flying robot with onboard state estimation. This paper evaluates an array of publicly-available VIO pipelines (MSCKF, OKVIS, ROVIO, VINS-Mono, SVO+MSF, and SVO+GTSAM) on different hardware configurations, including several single-board computer systems that are typically found on flying robots. The evaluation considers the pose estimation accuracy, per-frame processing time, and CPU and memory load while processing the EuRoC datasets, which contain six degrees of freedom (6DoF) trajectories typical of flying robots. We present our complete results as a benchmark for the research community.

I. INTRODUCTION

Visual-inertial odometry (VIO) is currently applied to state estimation problems in a variety of domains, including autonomous vehicles, virtual and augmented reality, and flying robots. The field has reached a level of maturity such that many commercial products now utilize proprietary VIO algorithms, and there are several open-source software packages available that offer off-the-shelf visual pipelines that can be deployed on an end-user’s system of choice.

The current research literature offers some comparative results on the performance of the popular VIO algorithms, but these typically consider only a subset of the existing algorithms, and almost always analyze their performance when running on powerful desktop or laptop computers with abundant computational resources. However, the physical constraints of flying robots limit the onboard computing power that is available, and thus these results do not accurately represent the performance of these algorithms for flying robot state estimation.

The motivation of this paper is to address this deficiency by performing a comprehensive evaluation of publicly-available VIO algorithms on hardware configurations that are typical of flying robot systems. We restrict the scope of this study to monocular VIO pipelines, since that is the minimal hardware platform, and a size that is proportional to the standard deviation of the error, summarized over all successful sequences in the EuRoC dataset.
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Fig. 1: Scatter plots showing algorithm efficiency, as measured by CPU utilization, memory usage, and per-frame processing time, versus RMS error. Each marker has a color representing its algorithm, shape representing its hardware platform, and a size that is proportional to the standard deviation of the error, summarized over all successful sequences in the EuRoC dataset.

- MSCKF - an extended Kalman Filter (EKF) originally proposed in [1], but with many subsequent variations.
• ROVIO [3] - an extended Kalman Filter with tracking of both 3D landmarks and image patch features.
• SVO [5]+MSF [6] - a loosely-coupled configuration of a visual odometry pose estimator and an extended Kalman Filter for fusing the visual pose estimate with the inertial sensor data, as proposed in [7].
• SVO+GTSAM [8] - a lightweight visual odometry frontend with a full-smoothing backend provided by iSAM2 [9].

We do not consider non-inertial visual simultaneous localization and mapping (SLAM) systems, for example ORB-SLAM [10] and LSD-SLAM [11]. While these methods could potentially also be used for flying robot state estimation, we focus this benchmark on visual-inertial methods. In principle, one could pair one of these visual front end with a Kalman Filter such as MSF [6] or with a pose graph optimization backend like iSAM2 [9] in order to incorporate inertial measurements, but such integrated systems are not publicly available.

Our experiments were conducted on the EuRoC Micro Aerial Vehicle datasets [12]. These sequences contain synchronized stereo camera and IMU data that was captured from a flying robot executing 6DoF motions in several indoor environments, with accurate ground truth provided by laser or motion capture tracking, depending on the sequence. These datasets have been used in many of the existing partial comparative results for VIO performance, and are currently the most extensive public set of image and IMU sequences for evaluating flying robot motion estimation algorithms.

One dimension that is not explored in this paper is the full design-space exploration for parameter optimization, which can have a dramatic effect on algorithm performance. While this could potentially be accomplished within a framework like SLAMBench [13] for dense RGB-D SLAM, currently no such framework for VIO algorithms exists. We have instead engaged the authors of each algorithm in order to utilize an optimal manual tuning of parameters, such that the performance is indicative of what could be obtained in a field deployment of a flying robot, where an offline search for optimal parameters for the environment is not possible.

Our goal is to provide a thorough benchmark of VIO pipelines on flying-robot-specific trajectories and hardware, in order to provide a reference for researchers on visual inertial odometry methods, as well as readers who require an off-the-shelf state estimation solution that is appropriate for their flying platform. Figure 1 summarizes the results of our evaluation in terms of the trade-off between accuracy and efficiency for all combinations of VIO algorithm and hardware platform.

A. Related Work

Within the current research literature, there is no benchmark study that satisfies our proposed goals. While comprehensive visual state estimation comparisons exist [14], they focus on only non-inertial methods and purely visual SLAM systems. Similarly, several benchmark datasets have been used for comparative studies of visual odometry algorithms, but these are either vision-only (e.g. TUM RGB-D [15], TUM monoVO [16], ICL-NUIM [17]), or contain non-6DoF trajectories (e.g. KITTI [18], Málaga [19]).

Since we focus on visual-inertial methods on flying robots, we can instead consider the existing results that are relevant to this problem. Among the methods evaluated in this paper, the recently proposed VINS-Mono pipeline [4] compares to OKVIS, but only on a few of the EuRoC datasets. In [2], OKVIS was compared to a non-public implementation of MSCKF [1] on non-public datasets. ROVIO [3] was evaluated with flying experiments, but was not compared to any other VIO methods. The visual odometry system that serves as the frontend for two of the methods considered in this paper, SVO [5], has been evaluated on the EuRoC datasets [12], but only compares to other non-inertial methods. The experiments in [8] compare the SVO + GTSAM system to OKVIS and a non-public implementation of MSCKF, but only on non-public datasets without flying robot-like motions.

A number of other approaches to visual-inertial odometry have been proposed [20], [21], [22], [23], [24], [25], [26], but these do not offer publicly-available implementations. All of these are evaluated on some of the EuRoC datasets, but none contain a comprehensive comparison to other algorithms.

Many non-inertial visual odometry methods have been tested on the EuRoC datasets [12], including ORB-SLAM2 and LSD-SLAM [10], DSO [27], and a combined feature and direct approach [28]. However, these results are also incomplete, utilizing only a subset of the EuRoC datasets.

Most important, however, is that no existing work considers the additional dimension of computational constraints in their evaluation, instead only testing on full-featured computers or a single embedded system. This paper seeks to investigate the performance of VIO algorithms in real-world conditions by exploring this dimension and testing on a variety of hardware types that represent the computational resources available on a typical flying robot.

B. Contributions

This paper makes the following contributions:
• a comprehensive evaluation of publicly-available monocular visual-inertial odometry algorithms;
• comparative results for the performance of these algorithms on multiple embedded hardware platforms when processing 6DoF trajectories.

II. VISUAL-INERTIAL ODOMETRY ALGORITHMS

We next briefly summarize the primary features of the VIO algorithms represented in this benchmark. While these different approaches are not an exhaustive enumeration of the algorithms that have been proposed in the literature, the set of publicly-available implementations does cover the spectrum of approaches reasonably well, consisting of both loosely
and tightly coupled approaches, filtering and optimization-based algorithms, as well as several different variations on representing features and error terms.

A. MSCKF

The Multi-state constraint Kalman filter forms the basis of many modern, proprietary VIO systems, but until recently no sufficient, publicly available implementation existed. The original MSCKF algorithm in [1] proposed a measurement model that expressed the geometric constraints between all of the camera poses that observed a particular image feature, without the need to maintain an estimate of the 3D feature position in the state. The extended Kalman filter backend in [29] implements this formulation of the MSCKF for event-based camera inputs, but has been adapted to feature tracks from standard cameras. At the time of publication of this paper, this MSCKF implementation will be publicly available.¹

B. OKVIS

Open Keyframe-based Visual-Inertial SLAM (OKVIS) [2] utilizes non-linear optimization on a sliding window of keyframe poses. The cost function is formulated with a combination of weighted reprojection errors for visual landmarks and weighted inertial error terms. The frontend uses a multi-scale Harris corner detector [30] to find features, and then computes BRISK descriptors [31] on them in order to perform data association between frames. Keyframes older than the sliding window are marginalized out of the states being estimated. OKVIS uses Google’s ceres solver [32] to perform non-linear optimization. It should be noted that OKVIS is not optimized for monocular VIO, and in [2] it shows superior performance using a stereo configuration. The software is available in a ROS-compatible package.²

C. ROVIO

Robust Visual Inertial Odometry (ROVIO) [3] is a visual-inertial state estimator based on an extended Kalman Filter (EKF), which proposed several novelties. In addition to FAST corner features [33], whose 3D positions are parameterized with robot-centric bearing vectors and distances, multi-level patches are extracted from the image stream around these features. The patch features are tracked, warped based on IMU-predicted motion, and the photometric errors are used in the update step as innovation terms. Unlike OKVIS, ROVIO was developed as a monocular VIO pipeline, which should be noted when considering the results presented in Sec. III. The pipeline is available as an open-source software package.³

D. VINS-Mono

VINS-Mono [4] is a non-linear optimization-based sliding window estimator, tracking robust corner features [34], similar to OKVIS. However, VINS-Mono introduces several new features to this class of estimation framework. The authors propose a loosely-coupled sensor fusion initialization procedure to bootstrap the estimator from arbitrary initial states. IMU measurements are pre-integrated before being used in the optimization, and a tightly-coupled procedure for relocalization is proposed. VINS-Mono additionally features modules to perform 4DoF pose graph optimization and loop closure. Although we do not explicitly consider full SLAM systems, due to the tight integration of the loop closure module in VINS-Mono, we evaluate the performance of the algorithm both with and without this module activated (referred to in the experiments as vinsmono and vinsmonolc, respectively). The software is available in both a ROS-compatible PC version and an iOS implementation for state estimation on mobile devices.⁴

E. SVO+MSF

Multi-Sensor Fusion (MSF) [6] is a general EKF framework for fusing data from different sensors in a state estimate. Semi-Direct Visual Odometry (SVO) [5] is a computationally lightweight visual odometry algorithm that aligns images by tracking FAST corner [33] features and minimizing the photometric error of patches around them. This sparse alignment is then jointly optimized with the scene structure by minimizing the reprojection error of the features in a nonlinear least-squares optimization. The pose estimated from the vision-only SVO is provided to MSF as the output of a generic pose sensor, where it is then fused with the IMU data, as proposed in [7]. Due to the loose coupling of this setup, the scale of the pose must be at least approximately correct, requiring some bootstrapping from either manual initialization, or another sensor for estimating distance (e.g. a laser range sensor). Both MSF³ and SVO⁶ are publicly available, and communicate through a ROS interface. This system is referred to in the experiments as svomsf.

F. SVO+GTSAM

The same visual odometry frontend as in the SVO+MSF system has also been paired with a full-smoothing back-end performing online factor graph optimization using iSAM2 [9]. In [8], the authors present results using this integrated system and propose the use of pre-integrated IMU factors in the pose graph optimization. Both components of this approach, SVO and the GTSAM 4.0 optimization toolbox⁷ [35], are publicly available, however the integration of these into a single system is not currently public. This system is referred to in the experiments as svo_gtsam.

III. Experiments

The goal of the experiments described in this section is to evaluate the VIO pipelines from Sec. II in conditions that emulate state estimation for a flying robot. To accomplish

¹https://github.com/daniilidis-group/msckf_monomal
²https://github.com/ethz-asl/okvis_ros
³https://github.com/ethz-asl/rovio
⁴https://github.com/HKUST-Aerial-Robotics/VINS-Mono
⁵https://github.com/ethz-asl/ethzasl_msf
⁶http://rpg.ifi.uzh.ch/svo2.html
⁷https://bitbucket.org/gtborg/gtsam/
Fig. 2: Boxplot summarizing the translation error statistics for the VIO pipelines on each platform-algorithm combination over all dataset sequences. Errors were computed using the odometry metric from [18] over trajectory segments of lengths \{7, 14, 21, 28, 35\} m.

Fig. 3: Boxplot summarizing the statistics for angular error in yaw for the VIO pipelines on each platform-algorithm combination over all dataset sequences. Errors were computed using the odometry metric from [18] over trajectory segments of lengths \{7, 14, 21, 28, 35\} m.
this, we have selected a set of hardware platforms on which to run the algorithms, which represent the spectrum of computing resources that might be deployed on a flying system. We also utilize the EuRoC dataset [12], which is currently the most appropriate dataset for flying robot 6DoF trajectories.

A. Hardware Platforms

The hardware platforms that we consider include a desktop PC with a small form factor (Intel NUC), several single-board embedded computers (Up Board, ODROID), and a commodity laptop, which serves as a reference point for performance of the other systems, as well as providing a complete assessment of these algorithms on standard hardware, which only exists in the literature in piecemeal. We now briefly describe the technical specifications of the hardware platforms that we consider.

1) Laptop: This system is a Lenovo ThinkPad W540, a common mobile workstation. It has a quad-core Intel Core i7-4810MQ CPU with multi-threading, operating at 2.80GHz, and 32 GB of RAM. Due to the large form factor and high power requirements (nominally 47 W) of this system, it is not feasible for deployment on a flying robot, but is included here as a reference.

2) Intel NUC: The NUC is a small form factor desktop PC, which can be adapted to serve as a single-board computing system for mobile robots. It has a dual-core Intel Core i7-5557U CPU with multi-threading, operating at 3.10GHz, and 16 GB of RAM. The lower power requirements (28 W) and smaller size (10 x 10 cm) make the NUC a feasible option for embedded systems, while still providing comparable computing power to a commodity laptop.

3) Up Board: A 64-bit embedded single-board computer system, the Up Board contains a quad-core, single-threading Intel Atom x5-Z8350 CPU operating at 1.44GHz, with 4 GB of RAM. Its small size (8.5 x 5.6 cm), weight (78 g), and power consumption (12 W) make it appealing as a 64-bit embedded system for flying robots.

4) ODROID: The ODROID XU4 is an embedded PC containing a hybrid processing unit. The Samsung Exynos 5422 system on a chip consists of a quad-core ARM A7 at 1.5 GHz and a quad-core ARM A15 at 2.0 GHz in ARM’s big.LITTLE configuration, allowing thread scheduling on one cluster of cores or the other, depending on CPU load. In addition, the ODROID has 2GB of RAM and has a similar form factor (8.3 x 5.8 cm) and power consumption (10 W) to the Up Board, but a smaller mass (59 g). Unlike the other systems, the ODROID uses a 32-bit architecture, but can make use of the NEON SIMD instruction set, while the 64-bit systems can use SSE instructions.

B. Datasets

The EuRoC MAV datasets [12] consist of eleven visual-inertial sequences recorded onboard a micro-aerial vehicle while it was manually piloted around three different indoor environments. Within each environment, the sequences increase qualitatively in difficulty with increasing sequence number. For example, Machine Hall 01 is “easy”, while Machine Hall 05 is a more challenging sequence in the same environment, introducing things like faster motions, poor illumination, etc.

The sensor data was captured from a Visual-Inertial Sensor, which provides stereo WVGA monochrome images at 20 Hz, and temporally synchronized IMU data at 200 Hz. We use only the left camera image and IMU. In the Machine Hall sequences, ground truth positioning measurements were provided by a Leica MS50 laser tracker, while in the Vicon Room sequences they were provided by Vicon motion capture systems. The sequences, as well as the ground truth and sensor calibration data are publicly available.*

C. Evaluation

Each hardware platform was set up with Ubuntu 16.04 and ROS Kinetic, with the exception of the ODROID when running the OKVIS and VINS-Mono trials. Due to software

*http://projects.asl.ethz.ch/datasets/doku.php?id=kmavvisualinertialdatasets
incompatibilities, these two sets of tests needed to be run with Ubuntu 14.04 and ROS Indigo. Each VIO algorithm was configured so that it would process the sensor data as it was played back in real time, in order to simulate the live stream of sensor data that a flying robot would have available for estimating its state.

The authors of each algorithm provided recommended parameter settings, which were maintained across all trials. Although tuning parameters specifically for each sequence may improve performance, the goal of this comparison is to provide an assessment of the suitability of these algorithms and hardware platforms for use in general flying robot operations. The following exceptions to this general execution policy were either recommended by the algorithm authors or necessitated by computational constraints:

**OKVIS** On the Up Board and ODROID, in order to achieve real-time performance, the maximum number of keypoints was reduced from 400 to 200, the keyframe window was reduced from 5 to 3, and the number of imu linked frames was reduced from 3 to 2.

**ROVIO** On the ODROID, the number of features was reduced from 25 to 10 in order to run successfully in real time. On the Up Board, no combination of parameters was found such that the filter converged successfully, even after attempts to reduce the computational load.

**VINS-Mono** The maximum number of tracked features was reduced from 150 to 100 in order to run in real time on the Up Board and ODROID. No parameter combination was successful in running VINS-Mono with loop closure activated on the ODROID.

**SVO+MSF** Due to the unobservability of visual scale in monocular visual odometry, it was necessary to bootstrap SVO with the correct scale by providing the ground truth poses during initialization. Once initialized, the poses then provided by SVO to MSF are of a scale consistent with the inertial measurements.

Additionally, compiler settings were set to the maximum level of optimization recommended by the algorithm authors, including application of SSE and NEON SIMD instructions wherever possible.

During each trial, the pose estimate was recorded after each state update from an input image. The time to process each image update, from receiving the image to updating the pose, was also recorded. The CPU and memory utilization were also sampled at a rate of 1 Hz during execution, measuring the total computational load in percentage of a single core, and percentage of total RAM allocated. If a VIO pipeline failed to initialize on a trial, it was restarted, and the first successful trial was taken.

For each trial, we performed \textit{sim3} trajectory alignment to the ground truth according to the method from [36] and then computed the RMSE position error over the aligned trajectory. These results are shown in Table I, with the best performing algorithm highlighted in bold for each platform and sequence.

We also computed the odometric error using the metric in [18]. Differently from RMSE, using this metric, statistics about the accuracy of an algorithm are collected by aligning each estimated pose with its corresponding ground truth pose and then measuring the error in the estimate a fixed distance farther along the trajectory. In Figs. 2 and 3, we show statistics for the translation and yaw error accumulated over trajectory segments of lengths \( \{7, 14, 21, 28, 35\} \) m over all sequences for each platform-algorithm combination.

We similarly collect all of the CPU load, memory utilization, and time per frame measurements over all successful trials, and show them in Figs. 4, 5, and 6, respectively. These box and whisker plots show a box for the middle two quartiles, a line through the box for the median, and whiskers for the upper and lower quartiles.

**IV. Discussion**

An additional representation of the results in Sec. III is shown in Fig. 1. These scatter plots show the CPU usage, memory usage, and processing time per frame vs. RMSE, where each marker summarizes the performance of one algorithm on one hardware platform, over all of the EuRoC datasets. The markers are coded in color and shape by their algorithm and hardware platform, respectively, and illustrate the trade-offs between error and computational resources.

As the oldest algorithm considered in this evaluation, MSCKF still achieves competitive performance in some aspects of the benchmark. The algorithm was successful in completing all of the sequences on all of the hardware platforms, and the accuracy was consistent regardless of the platform. In addition to robustness, it generally provided modest resource usage and low per-frame processing time. However, most of the modern algorithms are able to achieve higher overall accuracy with a manageable increase in resource requirements.

OKVIS demonstrated accurate performance across all of the hardware platforms, including the embedded systems, despite low update rates there due to long per-frame processing times. This indicates that the underlying algorithm is robust, but the tolerance of low frame rate may be due in part to the low-speed trajectories in the EuRoC dataset.

While ROVIO exhibited tightly bounded and consistent resource usage, as well as accurate performance on all of the dataset sequences, it failed to run on the Up Board. On the other hardware platforms, the performance was accurate and consistent, suggesting good robustness to challenging trajectories, given a sufficiently powerful computer.

The performance of VINS-Mono was the most consistently accurate and robust across all of the hardware platforms. Enabling loop closure further improved the results, although this was not possible with the constrained computation available on the ODROID. This superior performance comes at the cost of a potentially prohibitive level of resource usage. In deploying this algorithm for state estimation on a flying robot, the user must consider the computational resources that will remain for navigation, control, and other perception applications.

\*These evaluation distances were chosen based on the length of the shortest trajectory in the dataset, Vicon Room 2, at 36 m.\*
The only loosely-coupled pipeline considered here, SVO+MSF, provides the highest level of computational efficiency, but with the corresponding lowest level of accuracy. This algorithm also required manual initialization in order to correctly estimate the scale of its pose, unlike the tightly-coupled approaches that estimate the scale directly in the state. However, for many flying robot applications, the level of accuracy that is possible with this configuration may be sufficient.

SVO+GTSAM produces the most accurate trajectories for many of the platform-dataset combinations, when considering the algorithms without explicit loop closing. It is able to accomplish this with relatively high CPU utilization, and high memory utilization, but with a consistently low frame processing time due to the decoupled frontend and backend. However, this approach is not as robust as other methods. One reason for this is that poorly triangulated visual features in the pose graph can cause numerical instabilities, causing the backend to fail. Consequently, despite some appealing properties for state estimation, this approach may not be appropriate for deployment on a flying robot.

The improvement in CPU utilization from the laptop to the NUC indicates that some of the algorithms, namely SVO+MSF, SVO+GTSAM, and VINS-Mono, are sensitive to CPU clock speed. If the algorithms run primarily in one compute-intensive thread, then a performance boost can be achieved by increasing clock speed. Further evidence for the importance of CPU clock speed is provided by the failure of ROVIO on the Up Board. Even with reduced parameter settings, the filter diverged quickly on all trials on this platform, suggesting that the update rate was too slow with the low clock rate of the Up Board’s CPU, despite its otherwise sufficient computing resources.

These results indicate a few conclusions regarding the choice of state estimation algorithm for a flying robot system with an embedded single-board computer. Given a computationally constrained hardware platform like the Up Board or ODROID, SVO+MSF gives the most efficient performance, although it makes a significant sacrifice in overall accuracy, as well as robustness on challenging trajectories. If the
resource budget permits allocation of a significantly higher portion of computation to state estimation, then VINS-Mono (with loop closure if possible) provides the highest level of accuracy and robustness across all of the hardware platforms and sequences. A good compromise between these two extremes is ROVIO, which can provide better accuracy than SVO+MSF and much lower resource utilization than VINS-Mono. However, this comes with the caveat that it was not possible to run ROVIO on the Up Board, so the algorithm is more sensitive to per-frame processing time than the others.

V. CONCLUSION

In this work, we have conducted a survey of the state estimation performance of publicly-available visual-inertial odometry algorithms on hardware platforms with a range of computational resources. In evaluating these algorithms, our goal was to benchmark their performance on hardware and trajectories that are representative of state estimation for a flying robot with limited onboard computing power. The results presented in Sec. III suggest that, as the reader may expect, there is no free lunch in visual state estimation. Accuracy and robustness can be improved with additional computation, but on systems with limited resources, finding the right balance between the competing requirements can be challenging. We hope that the results and conclusions presented in this paper may help members of the research community in finding appropriate compromises for their flying robot systems.
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