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I. INTRODUCTION

Nuclear magnetic resonance (NMR) and electron paramagnetic resonance (EPR) are two of the most powerful spectroscopic techniques, providing invaluable insights in the atomic structure of materials across a broad range of scientific disciplines. In recent years, there has been a growing interest in the \textit{ab initio} quantum mechanical calculation of the quantities extracted from NMR/EPR spectra within Kohn–Sham density functional theory (DFT) [1, 2]. A comprehensive overview of the various approaches in this field is given in Ref. [3]. By comparing the experimental NMR/EPR quantities with those computed from proposed molecular models, it is possible to identify and understand the molecular structure. In particular, the possibility to derive structure/spectroscopic correlations from \textit{e.g.} molecular dynamics provides a basis for determining numerous aspects of the molecular structure and its related properties, such as for example chemical bonding and chemical reactions, which are not readily accessible from experiment.

However, many interesting scientific problems that would potentially benefit from a theoretical NMR/EPR study involve simulations that easily require many thousands of atoms, such as nanostructures, interfaces, molecular liquids, and complex biomolecules in their natural environment. Thus there is still the need of developing efficient algorithms for the calculations of such properties for systems containing many thousands of atoms.

We introduce a method for the calculation of NMR chemical shifts and EPR $g$ tensors based on the Gaussian and augmented-plane-wave (GAPW) [4–6] formalism in its all-electron (AE) version. The present approach is devised on the ideas of the density functional perturbation theory (DFPT) [7–10] which provides estimates of the induced current density, as generated by the external magnetic perturbation. This is the central quantity in the calculation of the aforementioned magnetic properties. A previous implementation of the DFPT, in a planewave framework, has been successfully applied for the calculation of the chemical shift [11–13] as well as for the $g$ tensor [14] in condensed matter. However, since the original technique makes use of the planewave plus pseudopotential representation of the electronic structure, its applications have been restricted to light elements.

The development of the DFPT within the GAPW formalism allows an all electron description of the induced current density, thus lifting the main drawback of the planewave implementations [11, 15]. To this purpose, it is necessary to extend the concepts of the
GAPW representation of the electronic density to the current density induced by the external magnetic field. To our knowledge, the gauge-including projector augmented wave (GIPAW) method [16, 17] is the only other AE method (using a frozen-core approach) currently able to calculate these quantities for condensed phase systems using periodic boundary conditions (PBC).

The proposed method differs from the work by Sebastiani and Parrinello [11], and Mauri et al [15] in few respects. It represents the electronic structure with local atomic centered Gaussian functions allowing for reduced complexity algorithms. Thus large scale calculations of the NMR and EPR parameters become feasible. The all electron description of the system permits the evaluations of the chemical shifts and $g$ tensor for all elements. We borrow from Sebastiani and Parrinello the use of localized orbitals for the evaluation of the magnetic properties within PBC.

We can also note that the implementation of the hyperfine coupling tensor has been recently presented within the GAPW formalism [18].

Among all the different methods available in the literature (see e.g. [3]), the gauge-including atomic orbital (GIAO) introduced by London [19] and first adopted for quantum chemical calculation of the NMR parameters by Ditchfield [20] is known to be the best for evaluating NMR shifts. Although the superiority of the GIAO approach, we selected the individual gauge for atoms in molecules (IGAIM) approach introduced by Keith and Bader [21] and the continuous set of gauge transformation (CSGT) approach by the same authors [22]. This choice was driven by the simplicity of the implementation of the IGAIM and CSGT approach.

The structure of this paper is as follows: first, the theoretical aspects of the method are elaborated, with particular attention on features that are specifically related to the GAPW representation. This includes the decomposition of the current density in soft and hard terms, the convergence with respect to basis set size and the choice of the gauge. Then, the accuracy of the approach is presented by comparing the results obtained for a set of small isolated molecules to the values obtained from well established methods commonly used for NMR and EPR calculations.

Finally, two exemplary applications are presented. The first application presents a quantum mechanical/molecular mechanical (QM/MM) calculations of the NMR shifts of an adenine molecule hydrated with 827 water molecules. In this example the QM part contains up
to 66 atoms. The second shows the calculation of the \( g \) tensor for the \( E'_1 \) center in \( \alpha \)-quartz using a 15551-atom simulation cell and a three-layered all-electron DFT/pseudopotential DFT/molecular mechanics (AE/PSP/MM) approach. The QM (AE/PSP) part of this calculation contains 159 atoms.

II. THEORY

The \( xy \)–components of the chemical shift tensor \( \sigma^A \) corresponding to nucleus \( A \), and the \( g \) tensor for systems with net electronic spin \( 1/2 \), can be evaluated through the following expressions (note that atomic units will be adopted throughout this paper)

\[
\sigma^A_{xy} = \frac{1}{c} \int_{\Omega_S} \left[ \frac{\mathbf{r} - \mathbf{A}}{r - A^3} \times \mathbf{j}_x(r) \right] y \, d^3r, \quad \text{and} \quad (1)
\]

\[
g_{xy} = g^Z_{xy} + \Delta g^\text{ZKE}_{xy} + \Delta g^\text{SO}_{xy} + \Delta g^\text{SOO}_{xy}, \quad (2)
\]

where \( c \) is the speed of light in vacuum, \( \mathbf{A} \) is the position of the nucleus \( A \), \( \mathbf{j}_x \) the current density induced by a constant external magnetic field applied along the \( x \) axis, and \( \Omega_S \) is the volume of the whole integration domain, including the periodic replicas of the simulation cell. The other tensor components can be obtained by changing the indices accordingly. The different contributions to the \( g \) tensor are

\[
g^Z_{xy} = g_e \delta_{xy}, \quad (3)
\]

\[
\Delta g^\text{ZKE}_{xy} = -\frac{g_e}{c^2} (T^\alpha - T^\beta) \delta_{xy}, \quad (4)
\]

\[
\Delta g^\text{SO}_{xy} = \left( \frac{g_e - 1}{c} \right) \int_{\Omega_C} \left[ \mathbf{j}^\alpha_x(r) \times \nabla V^\alpha_{\text{eff}}(r) - \mathbf{j}^\beta_x(r) \times \nabla V^\beta_{\text{eff}}(r) \right] y \, d^3r, \quad (5)
\]

\[
\Delta g^\text{SOO}_{xy} = 2 \int_{\Omega_C} B^\text{corr}_{xy}(r) \rho^s(r) d^3r, \quad (6)
\]

where \( g_e \) denotes the free-electron \( g \) value, \( \rho^s = \rho^\alpha - \rho^\beta \) is the spin density, \( \alpha \) and \( \beta \) denoting the spin channels, and \( T^\alpha, \mathbf{j}^\alpha_x, \) and \( \rho^\alpha \) are the unperturbed kinetic energy, induced current density, and electron density of the spin-\( \alpha \) channel, respectively. In this case the integrals span only the volume of the simulation cell, \( \Omega_C \). \( V^\alpha_{\text{eff}} \) is an effective potential in which the spin-\( \alpha \) electrons are thought to move (see the appendix for more details). \( B^\text{corr}_{xy} \) represents the magnetic field that originates from the corresponding total induced current density \( \mathbf{j}_x \),
and is given by
\[ B_{x}^{\text{corr}}(\mathbf{r}) = \frac{1}{c} \int_{\Omega} \frac{\mathbf{r}' - \mathbf{r}}{|\mathbf{r}' - \mathbf{r}|^3} \times (\mathbf{j}_x(\mathbf{r}') - \mathbf{j}_x^*(\mathbf{r}')) \, d^3r', \tag{7} \]
where the subtraction of \( \mathbf{j}_x^* = \mathbf{j}_x^\alpha - \mathbf{j}_x^\beta \) is introduced as a self-interaction correction.

It is readily apparent from Eqs. 1-7 that the induced current densities are a key ingredient in the evaluation of the NMR and EPR properties. In the following subsections, after a brief recapitulation of the essential ideas of the GAPW representation, we describe first how the induced current densities can be derived in DFPT as applied within the GAPW formalism, and then we turn our attention on the actual evaluation of the tensor components.

A. The GAPW representation of the electron density

In the GAPW density functional method [4–6], the electron density \( \rho \) is defined by its expansion in atomic orbitals \( \chi_k \),

\[ \rho(\mathbf{r}) = \sum_{kl} P_{kl} \chi_k(\mathbf{r}) \chi_l(\mathbf{r}), \]

where \( k \) and \( l \) run over the basis functions, and the element of the density matrix is defined as \( P_{kl} = \sum_{ij} C^{(0)}_{ki} C^{(0)}_{lj} \). The elements of \( C^{(0)} \) are the expansion coefficients of the unperturbed (ground state) orbitals \( \psi^{(0)} \). As atomic orbitals we employ contracted Gaussian functions, i.e. a linear combination of atom-centered primitive Cartesian Gaussian functions.

The simulation cell is now divided into non-overlapping, localized, spherical regions centered on the atomic nuclei, and an interstitial region. The underlying idea in GAPW is that the electron density varies smoothly in the interstitial region and is therefore easily representable in a plane wave basis, whereas the quickly varying electron density near the nuclei is more efficiently manipulated in terms of localized functions. Following the projector augmented-wave approach introduced by Blöchl [23], the GAPW representation of the electron density can be written as a sum of three contributions

\[ \rho(\mathbf{r}) = \tilde{\rho}(\mathbf{r}) + \sum_A (\rho_A(\mathbf{r}) - \tilde{\rho}_A(\mathbf{r})), \]

where \( \tilde{\rho} \) is a soft density and \( \rho_A \) and \( \tilde{\rho}_A \) are local atom-centered hard and soft densities, respectively. All densities are defined over the entire space. The resulting double counting is compensated by constructing the soft local atomic densities \( \tilde{\rho}_A \) such that their sum \( \sum_A \tilde{\rho}_A \)
equals the soft density $\tilde{\rho}$ within the atomic spherical regions, while in the interstitial region it is equivalent to $\sum_A \rho_A$.

B. Calculation of the induced current densities

The linear response of the electronic structure due to the application of an external magnetic field can be determined by solving a system of linear equations of the type

$$
-i \sum_{il} \left( H_{kl} \delta_{ij} - S_{kl} \int \psi_i^{(0)}(\mathbf{r}) H(\mathbf{r}) \psi_j^{(0)}(\mathbf{r}) d^3r \right) C_{li}^{(1)} = \sum_i H_{kl(i)}^{(1)} C_{lj}^{(0)},
$$

where the index $i$ runs over the occupied ground state orbitals, $H_{kl}$ is a matrix element of the unperturbed Hamiltonian, $S_{kl}$ is an element of the overlap matrix, $H_{kl}^{(1)}$ is a matrix element of the perturbation operator, and the matrix $C^{(1)}$ is the matrix of the expansion coefficients of the corresponding linear response of the orbitals, $\psi^{(1)}$. Note that the imaginary nature of response orbital has been made explicit, thus allowing us to work with real expansion coefficients also for the response orbitals. The optional subindex $(j)$, labeling the matrix element of the perturbation operator, indicates that the perturbation might be orbital-dependent. In the case of interest here, the perturbation can be split into three different types of operators, which are $(\mathbf{r} - \mathbf{d}_j) \times \mathbf{p}$, the orbital angular momentum operator (which leads to the response orbitals $C^L$), $\mathbf{p}$ the momentum operator (leading to $C^p$), and $(\mathbf{d}_i - \mathbf{d}_j) \times \mathbf{p}$ the full correction operator (leading to $C^{\Delta}$). In the notation, the vector $\mathbf{d}_j$ is the Wannier center associated with the unperturbed $j$-th orbital. It makes the angular momentum and the full correction perturbation operators dependent on the unperturbed orbital to which they are applied. In conclusion, the linear response orbitals are then given by 9 sets of expansion coefficients, $C^L$, $C^p$ and $C^{\Delta}$, as for each operator the three Cartesian components are considered. The matrix elements of the perturbation operator are

$$
H_{kl}^L = -i \int \chi_k(\mathbf{r})(\mathbf{r} - \mathbf{d}_j) \times \nabla \chi_l(\mathbf{r}) d^3r,
$$

$$
H_{kl}^p = -i \int \chi_k(\mathbf{r}) \nabla \chi_l(\mathbf{r}) d^3r,
$$

and

$$
H_{kl}^{\Delta} = -i(\mathbf{d}_i - \mathbf{d}_j) \times \int \chi_k(\mathbf{r}) \nabla \chi_l(\mathbf{r}) d^3r.
$$

We can note here that for a magnetic field as a perturbation, the first order change in the charge density vanishes everywhere in space. Thus this perturbation does not give rise to a
first order change in the Hartree and exchange-correlation terms. This simplifies considerably
the linear system of equations and is often called uncoupled perturbed self-consistent field
equations.

Once all the contributions to the linear response orbitals have been calculated, the $x$-
component of the linear current density response induced from an external magnetic field
applied along the $y$ axis can be written as

$$ j_{xy}(r) = -\frac{1}{2\epsilon} \sum_{ikl} \left[ C_{ki}^{(0)} \left( C_{li}^{L_y} + (d(r) - d_i)_z C_{li}^{p_z} - (d(r) - d_i)_z C_{li}^{p_y} - C_{li}^{\Delta i_y} \right) \right.$$

$$ \times \left\{ (\nabla_x \chi_k(r)) \chi_l(r) - \chi_k(r) \nabla_x \chi_l(r) \right\} \right] + (r - d(r))_z \rho(r), \tag{8} $$

where $d(r)$ is a gauge that shall be discussed in the following sections of this work. While the
first term (square brackets), on the right-hand side of Eq. 8, represents the paramagnetic
contribution to the current density, the second term is the diamagnetic part. The latter
vanishes identically when the CSGT approach [22] is employed, i.e. $d(r) = r$. The other
components of the current density are obtained in analogous way by changing appropriately
the Cartesian indices.

1. The position operator in PBC

The position operator $\mathbf{r}$ operating on a (one-particle) wave function in the coordinate
representation $\psi(\mathbf{r})$ results in the multiplication of this wave function with the position
variable $\mathbf{r}$. When periodic boundary conditions are imposed, the multiplicative position
operator is not a valid operator, since the Cartesian components of $\mathbf{r}\psi(\mathbf{r})$ are no longer
periodic [24]. In the derivation of the response orbitals, the position operator appears in the
definition of the perturbation operators and in the definition of the current density. To solve
this problem, we maximally localize the ground state orbitals [25–27]. For insulators, these
Wannier functions feature an exponential decay [28] and can be considered as confined for
sufficiently large simulation cell. As described in Ref. [11], the position operator can be re-
deefined to obey the PBC by using a sawtooth-shaped profile centered at the Wannier center
of the localized orbital to which it is applied, thus taking advantage of the translational
freedom in setting the origin of the coordinate system.
2. **GAPW representation of the induced current densities and gauge**

In the GAPW framework, we propose to use for the induced current density a decomposition analogous to the one applied to the electron density,

$$\mathbf{j}(\mathbf{r}) = \tilde{\mathbf{j}}(\mathbf{r}) + \sum_A \left( \mathbf{j}_A(\mathbf{r}) - \tilde{\mathbf{j}}_A(\mathbf{r}) \right),$$

where $\tilde{\mathbf{j}}$ is the soft contribution to the total current density, $\mathbf{j}_A$ is the local hard contribution centered on atom $A$, and $\tilde{\mathbf{j}}_A$ is the local soft contribution, which compensates for the double counting.

The convergence of the NMR chemical shifts with respect to Gaussian basis set size is strongly dependent on the choice of the gauge $d(\mathbf{r})$, see e.g. Ref. [3] and references therein. It is then important to judiciously choose the gauge which provides good compromise between complexity and convergence property with respect to basis set size.

The advantages of the $d(\mathbf{r}) = \mathbf{r}$ gauge (CSGT), such as that the diamagnetic term is identically zero, can be significantly weakened due to the rich basis set required to obtain an accurate description of the current density close to the nuclei. Thus, it seemed more appropriate to implement the IGAIM approach, introduced by Keith and Bader [21]. In the IGAIM method, the gauge $d(\mathbf{r})$ is taken as the closest nuclear center.

It is interesting to notice that, in contrast to the chemical shift calculations, the evaluation of the $g$ tensor is less affected by the choice of the gauge even when the simpler and computationally more convenient CSGT approach is used.

C. **Calculation of the chemical shift tensor**

The computation of the chemical shift tensor requires the evaluation of the integral Eq. 1. This can efficiently be done using the GAPW representation of the induced current density response.

The contribution to the chemical shift coming from the soft part of the induced current density response $\tilde{\mathbf{j}}$ is computed in reciprocal space. Following the procedure suggested by Pickard and Mauri [17], and Sebastiani and Parrinello [11], we distinguish between the $(\mathbf{G} \neq \mathbf{0})$ components and the $(\mathbf{G} = \mathbf{0})$ component of the induced magnetic field, where $\mathbf{G}$ denotes a reciprocal space vector. It is observed that the $\mathbf{G} = \mathbf{0}$ component, which cannot
be computed within PBC, depends on the macroscopic shape of the studied material. By assuming a spherical shape, it can be approximated computing the magnetic susceptibility arising from the soft induced current density $\tilde{j}$, as

$$\chi_{xy} = \frac{2\pi}{\Omega_c} \int \left[ \mathbf{r} \times \tilde{\mathbf{j}}_x(r) \right]_y \, d^3r. \quad (9)$$

The contribution to the chemical shift on the $A$ nucleus, $\sigma_{xy}^A$, arising from the induced local current densities is evaluated as

$$\frac{1}{c} \sum_B \int_{\Omega_B} \left[ \frac{\mathbf{r} - \mathbf{A}}{|\mathbf{r} - \mathbf{A}|^3} \times \left( \mathbf{j}_{xB}(r) - \tilde{\mathbf{j}}_{xB}(r) \right) \right]_y \, d^3r, \quad (10)$$

where the sum over $B$ is restricted to nuclei that are within a radius $R_c$ from $A$. A discussion of the truncation of the summation will be given in bellow. The integration over $\Omega_B$ is performed numerically on a spherical grid featuring a logarithmic radial and a Lebedev-type [29–31] angular discretization. The numerical integration converges rapidly with respect to the number of grid points and about 10000 grid points are enough to converge the chemical shifts below $10^{-1}$ ppm.

D. Calculation of the $g$ tensor

The spin-orbit term (5), $\Delta g_{xy}^{SO}$, is obtained essentially from integrating products of the induced current densities and the gradient of the effective potential $V_{\tau}^{\tau}$ over the simulation cell. The calculation of the current for each separate spin channel follows the procedure elaborated in section II B. The effective potential $V_{\tau}^{\tau}$ ($\tau = \alpha, \beta$) [32] is defined as

$$V_{\tau}^{\tau}(\mathbf{r}) = v_{\text{ext}}(\mathbf{r}) + v_{\text{H}}(\mathbf{r}) + v_{X_\alpha}(\mathbf{r}),$$

where $v_{\text{ext}}$ denotes the Coulombic potential from the nuclei, $v_{\text{H}}$ the Hartree potential, and $v_{X_\alpha}$ the well-known $X_\alpha$ potential, which is also referred to as the Dirac/Slater-exchange potential [33].

Indeed, we have adopted here a fixed choice for the exchange-correlation potential: the $X_\alpha$ potential. This choice is inspired by the reference method of Schreckenbach and Ziegler [32] and allows first of all a careful comparison. In addition, in the context of acting merely as a weighting function on the spin current densities in Eq. 5, the simple $X_\alpha$ functional has shown good performance [32] and while more advanced (i.e. gradient-corrected functionals)
could be considered, they would greatly increase the implementation effort, as the analytical gradients of all gradient-corrected functionals should then first be derived, and then programmed for evaluation onto the different numerical grids (atomic-centered and FFT). We do admit that there is a real scientific interest in assessing the influence of choosing a different functional, but would recommend this to be done first in a gas-phase method such as the one from Ref. [32], before considering this in our periodic approach. Note, finally, that for all other components present in Eqs. 4-6, the functional can be freely chosen.

Using the technique elaborated in Ref. [23], the effective potential $V_{\text{eff}}^\tau$ is split into an independent global and local atom-centered components. Appropriate screening densities [23] are used to construct the local components such that they remain limited to a small region around the atomic nuclei.

The working equation for the evaluation of $\Delta g_{xy}^{\text{SO}}$ is

$$\Delta g_{xy}^{\text{SO}} = \frac{g'}{2c} \left\{ \int \left[ \tilde{j}_x^\alpha (r) \times \nabla V_{\text{eff}}^\alpha (r) - \tilde{j}_x^\beta (r) \times \nabla V_{\text{eff}}^\beta (r) \right]_y d^3r + \sum_A \int_{U_A} \left[ \left( j_{xA}^\alpha (r) - \tilde{j}_{xA}^\alpha (r) \right) \times \nabla V_{\text{eff}}^\alpha (r) - \left( j_{xA}^\beta (r) - \tilde{j}_{xA}^\beta (r) \right) \times \nabla V_{\text{eff}}^\beta (r) \right]_y d^3r \right\},$$

where the definition of the terms derived from the effective potential are similar to the one introduced in [23] (see also the Appendix for more details). The second integral of the above equation contains the soft components $\nabla \tilde{V}_{\text{eff}}^\tau$. These are only available on the FFT grid, but need to be multiplied with the spin-current densities defined on the atom-centered grids of each atomic nucleus $A$. This problem is circumvented through a linear interpolation of the values of $\nabla \tilde{V}_{\text{eff}}^\tau$ from the FFT-grid to the atom-centered grid.

The computation of the induced magnetic field $\mathbf{B}_{x}^{\text{corr}}$ Eq. 7, required for the evaluation of the spin-other-orbits term $\Delta g_{xy}^{\text{SOO}}$ Eq. 6, employs many of the techniques already used in the calculation of the chemical shift tensor. For the chemical shift tensor, only the positions of the atomic nuclei are of interest, whereas here, the induced magnetic field must be known in entire space. Unfortunately, due to the presence of a non-local operator, $i.e. \frac{r'-r}{|r'-r|^3}$, the creation of a GAPW representation for the induced magnetic field is not straightforward. In addition, the analytic elaboration through the Gaussian representation of the current density is also far from trivial. However, it generally holds that $\Delta g_{xy}^{\text{SOO}}$ is a relatively small term in
comparison with $\Delta g^{ZKE}_{xy}$ and $\Delta g^{SO}_{xy}$. For this reason, we choose to neglect the contributions from the atom-centered current densities $j^{\text{corr}}_{xA} - \tilde{j}^{\text{corr}}_{xA}$ to the $(G \neq 0)$ components $\mathbf{B}^{\text{corr}}_{x,G \neq 0}$ of the induced magnetic field. Being computed from the soft current density $\tilde{j}^{\text{corr}}_{x}$ only, on the reciprocal-space FFT-grid, these components will be soft, too (hence the tilde). $\mathbf{B}^{\text{corr}}_{x,G = 0}$, on the other hand, will be computed analytically via Eq. 9, using the Gaussian representation of the current density. In summary, $\Delta g^{SO}_{xy}$ is evaluated as follows

$$
\Delta g^{SO}_{xy} \approx 2 \int_{\text{FFT}} \mathbf{B}^{\text{corr}}_{xy,G \neq 0}(r) \tilde{\rho}(r) d^3r 
+ 2 \sum_{A} \int_{U_A} \mathbf{B}^{\text{corr}}_{xy,G \neq 0}(r) (\rho^{s}_A(r) - \tilde{\rho}^{s}_A(r)) d^3r 
+ 2 \mathbf{B}^{\text{corr}}_{xy,G = 0}.
$$

III. RESULTS AND DISCUSSION

A. Test calculations

All developments were implemented in QUICKSTEP which is part of cp2k [34]. cp2k is a freely available (GPL) general program to perform atomistic and molecular simulations of solid state, liquid, molecular and biological systems. A description of QUICKSTEP can be found in Ref. [35].

The GAPW method for the AE calculation of the NMR chemical shifts and the EPR $g$ tensor was validated by comparison for a series of small isolated molecules with the results from conceptually similar gas-phase methods, (i) the NMR routines as implemented in the G03 program package [36] (further referred to as the IGAIM-GA method), and (ii) the $g$ tensor method of Schreckenbach and Ziegler [32] as implemented in the ADF [37] program package (further referred to as the SZ method). Isolated molecules are approximated by a supercell approach with a large cell size of $(20 \text{ Å})^3$. We have used a 300 Ry cutoff for the auxiliary plane wave grid, the BLYP [38, 39] gradient-corrected exchange-correlation functional and the efficient and numerically stable orbital transformation energy minimizer introduced in Ref. [40]. The Gaussian basis sets used in this work were taken from the EMSL library [41].
A comparison between the IGAIM method implemented in g03 (IGAIM-GA) and the presented IGAIM-GAPW method for the isotropic and the anisotropic chemical shifts of a representative set of small molecules is shown in Figure 1. Three different basis sets were used, namely the Pople split-valence double-zeta plus polarization 6-31G(d,p) [42, 43], and the augmented double and triple-zeta correlation consistent basis sets [44–47] aug-cc-pVDZ and aug-cc-pVTZ, respectively. The test set is composed of 26 molecules, namely: C\textsubscript{2}H\textsubscript{2}, CH\textsubscript{2}O, CH\textsubscript{3}Cl, CH\textsubscript{3}F, CH\textsubscript{4}, Cl\textsubscript{2}, CO\textsubscript{2}, F\textsubscript{2}, FCl, H\textsubscript{2}O\textsubscript{2}, H\textsubscript{2}O, H\textsubscript{2}, H\textsubscript{2}S, HCl, HCN, HCOOH, HF, HNO\textsubscript{3}, N\textsubscript{2}O, N\textsubscript{2}, NH\textsubscript{3}, NO\textsubscript{2}, O\textsubscript{2}, O\textsubscript{3}, PH\textsubscript{3}, and SO\textsubscript{2}. All the geometries were optimized at the BLYP/aug-cc-pVDZ level of theory.

For the small 6-31G(d,p) basis set, a maximal unsigned relative error of 30% is observed for the isotropic chemical shift of the carbon atom in HCN. The isotropic shift for the nitrogen atom in HCN is 3.9 ppm (parts per million) for IGAIM-GA and 5.1 ppm for IGAIM-GAPW. This absolute error (1.2 ppm) is of the same order as for other nitrogen atoms with e.g. 0.6 ppm for NH\textsubscript{3}. Except for this extreme case, the other isotropic (anisotropic) chemical shifts have a smaller maximal unsigned relative error with e.g. less than 1% (10%) for hydrogen, 5% (0.5%) for carbon and 2% (2%) for oxygen.

The unsigned relative error is greatly reduced for the larger aug-cc-pVDZ and aug-cc-pVTZ basis sets. The aug-cc-pVDZ provides a maximal unsigned relative error of 5% (nitrogen in HCN) and 10% (H\textsubscript{2}) for, respectively, the isotropic and anisotropic component of the shift. The maximal unsigned relative errors for the isotropic shift are 0.5% for hydrogen, 0.9% for carbon, 4.8% for nitrogen, 1.3% for oxygen, smaller than 0.1% for fluorine, silicon, and phosphorus, 0.1% for sulfur, and 0.2% for chlorine. The maximal unsigned relative error for the aug-cc-pVTZ basis set is 0.7% and 2.5% for the iso- and anisotropic part of the shift, respectively. For the different atomic kinds, we obtain a maximal unsigned relative error of 0.6% (H), 0.6% (C), 0.7% (N), 0.4% (O), and finally less than 0.1% (F, P, S and Cl). The corresponding maximal absolute errors are 0.2 ppm (H), 0.1 ppm (C), 0.3 ppm (N), 0.6 ppm (O), 0.3 ppm (F), 0.3 ppm (P), 0.2 ppm (S) and 0.1 ppm (Cl).

The relative accuracy for the chemical shifts calculations with the IGAIM-GAPW method, mirrors the previous observations for the total energy [6]. This inaccuracy can be traced back to the incompleteness of the basis used to represent the local contribution.
to the atomic densities and induced current densities. In the current implementation, this local basis is constructed from the primitive functions of the original basis set [4, 5] and shows better convergence while increasing the quality of the basis set. The inaccuracy of the chemical shifts calculated with small basis set could systematically be reduced by increasing the quality of the basis employed to represent the local contribution of the atomic densities and induced current densities.

In table I, we present the convergence of the isotropic chemical shifts of the central molecule of a water chain with respect to the truncation parameter \( R_c \) introduced in Eq. 10. The calculations were carried out at the BLYP/aug-cc-pVTZ level of theory. The test system is composed of a chain consisting of 9 hydrogen-bonded water molecules (both intramolecular bond lengths \( \text{O-H} \) of 0.95 Å and angle \( \text{H-O-H} \) of 109.47°) with a repeating \( \text{O-O} \) length of 3 Å. The \( \text{O-H}_1 \) bonds are aligned along the \( z \)-axis. The different radial cutoffs are chosen, from the smallest to the largest, to include in the summation Eq. 10 the single atom where the shift is measure, the central water molecule, the central and its first neighboring water molecule and the full system. While the chemical shifts of the oxygen are not too sensitive to the truncation, the shifts of the proton are sensitive to small \( R_c \) with a worst case difference of up to 0.8 ppm for \( \text{H}_2 \). A truncation of \( R_c = 4 \) Å gives error in the chemical shifts for the proton less than 0.02 ppm for this test case. Except this test case, no truncation is used during this work.

2. EPR

For the \( g \) tensor, a true side-by-side comparison is not feasible, since \textsc{adf} employs Slater-type basis functions. Nevertheless, we calculated the \( g \) tensors with a very large \textit{et-pVQZ} basis set, and to regard this as a fully converged set. The test set is composed of 25 isolated molecules, which are \( \text{BO, BS, C}_3\text{H}_5, \text{CH}_3, \text{CH}_4^+, \text{ClO}_2, \text{ClO}_3, \text{CN, CO}_2^-, \text{CO}_3^-, \text{CO}^+, \text{H}_2\text{CO}^+, \text{H}_2\text{O}^+, \text{COH, MgF, NF}_2, \text{NF}_3^+, \text{NH}_3^+, \text{NO}_2, \text{NO}_3, \text{HO}_2 \) (hydroperoxyl radical), \( \text{O}_3^-, \text{SiH}_3, \text{SO}_2^-, \) and \( \text{SO}_3^- \). In Figure 2, we compare with this reference set three different Gaussian basis sets, \textit{i.e.} \( \text{6-311++G(3df,3pd)}, \text{aug-cc-pVTZ}, \) and \( \text{aug-cc-pVQZ} \). The \( d(r) = r \) gauge was employed for all the EPR calculations (referred as to CSGT-GAPW). The same geometry (optimized using \textsc{adf}/\textit{et-pVQZ}) was used throughout. A comparison between the \textit{SZ} method and the CSGT-GAPW method for the isotropic and the anisotropic \( \Delta g \) values (\( \Delta g = g - g_e \)) of a
comprehensive set of molecules is shown in Figure 2. Just as it was the case for the chemical shifts, the \( \Delta g \) values are expressed in ppm. Using the 6-311++G(3df,3pd) basis set, most \( \Delta g \) values agree to within a few percent, an excellent result, considered the very different basis sets used. For both the aug-cc-pVTZ and the aug-cc-pVQZ basis set, most of the \( \Delta g \) values still agree to within better than ten percent with the SZ results, but larger deviations (up to around 30% for the aug-cc-pVTZ basis sets) are obtained for ClO\(_3\), SO\(_2\), and SO\(_3\). As shown in Table II, these errors seem to originate from a slower basis set convergence for the \( g \) tensor in the aug-cc-pVXZ series: only with an even larger aug-cc-pV5Z \([47]\) basis set for sulfur, a more satisfying agreement is obtained.

Finally, for a few selected small molecules, we also compare (table III) with the GIPAW \( g \)-tensor method, as implemented in the QUANTUM-ESPRESSO program package \([48]\), using dedicated Troullier-Martins \([49]\) pseudopotentials, a 100 Ry plane wave cutoff and a similar supercell approach. Contrary to the previous calculations, the PBE \([50]\) functional was used for all three methods. The results for the three selected molecules show very good agreement between the different methods.

B. Chemical shifts of isolated and hydrated adenine

To further validate the method, we present, in table IV, the calculated chemical shifts for an isolated adenine. While the \(^{15}\)N chemical shifts are referenced to MeNO\(_2\), the \(^1\)H and \(^{13}\)C are given with respect to tetramethylsilane (TMS). The absolute chemical shifts for all the references are also reported in the table IV. The geometries of the adenine and all the references were optimized at the BLYP/6-31G(d,p) level of theory. For the labeling scheme of the adenine see figure 3.

For comparison, we also report a calculation with the method by Sebastiani and Parrinello (referred to as CSGT-CP) as implemented in CPMD \([51]\). In the calculations the BLYP functional, a plane wave cutoff of 200 Ry and pseudopotential of the Goedecker type \([52]\) were used. Chemical shifts corrected for the core electrons are also presented in parenthesis. The core contribution to the pseudopotential calculations is assumed to be constant for an atom in a chemically “equivalent” environment. These corrections are calculated as \([17]\)

\[
\delta(X) = \sigma(X_{\text{ref}}) - \sigma(X) + \delta(X_{\text{ref}}),
\]
where \( X \) is the atom considered, \( X_{\text{ref}} \) is the same atom in a reference system, the \( \sigma(X_{\text{ref}}) \) and \( \sigma(X) \) are computed at the same level of theory and \( \delta(X_{\text{ref}}) \) is the chemical shift of the reference system with respect to the external reference (here TMS or MeNO\(_2\)). In this work the \( \delta(X_{\text{ref}}) \) were calculated at the BLYP/aug-cc-pV5Z level of theory with the IGAIM-GA method. The reference systems are chosen to be benzene for all the carbon atoms, pyridine for \( N_1, N_3 \) and \( N_7 \), aniline for \( N_6 \) and pyrrole for \( N_9 \).

The IGAIM-GA and the IGAIM-GAPW calculations with the cc-pVQZ basis set give similar chemical shifts as expected from the benchmark shown above. While the \(^{15}\text{N}\) and \(^{13}\text{C}\) chemical shifts calculated with the CSGT-CP method can be in disagreement by up to 40 ppm with respect to the IGAIM-GA/aug-cc-pV5Z calculation, the corrected shifts are in much better agreement (except for \( N_1 \) with a difference of about 17 ppm) with the Gaussian based methods. For the \(^1\text{H}\) chemical shifts, a large difference (up to 1 ppm) is observed between the Gaussian based and the CSGT-CP methods.

In the last column of table IV, we also present the chemical shifts obtained with the GIPAW method, as implemented in the QUANTUM-ESPRESSO program package [48]. The PBE functional, the Troullier-Martins [49] GIPAW pseudopotentials, a \( 3 \times 3 \times 3 \) \( k \)-point mesh and a 100 Ry plane wave cutoff were used for the calculations. For the sake of comparison, we also show the chemical shifts obtained with the IGAIM-GAPW method at the PBE/cc-pVQZ level of theory. The shifts obtained between the IGAIM and GIPAW methods are in very good agreement. Thus a small deviation of 6 ppm and 12 ppm can be seen for the carbon and nitrogen atoms, respectively. The deviation for the chemical shift of the \( H_8 \) is surprisingly large (0.5 ppm).

To show further the capability of the implementation of IGAIM-GAPW method, we present in table V the chemical shifts of hydrated adenine calculated within the QM/MM framework and PBC. The full system contains the adenine and 827 water molecules. The coordinates of the system were extracted from a classical molecular dynamics (see Ref. [53] for more details about the setup). The absolute chemical shifts of the reference systems, TMS and MeNO\(_2\), were taken from table IV.

The first calculation, reported in the table, consists of the adenine without the solvent (further referred to as ISO) at the BLYP/cc-pVQZ level of theory. The next columns are obtain within the QM/MM framework with different QM regions, i.e. the adenine only (W0), and the adenine plus the water molecules overlapping spheres of 3 Å radius (W3).
around each solute atoms and the same setup but with a radius of 5 Å (W5). We note that the $^{13}$C chemical shifts are mostly insensitive to the presence of the solvent with a maximal variation of about 9 ppm between the ISO and W3 calculations. Larger variations between the ISO and W3 calculations are observed for the hydrogen and nitrogen atoms with 0.6 ppm and 26 ppm, respectively. The last column of the table contains the W5 calculations. The difference between the W3 and W5 is very small with less than 1 ppm for the chemical shift of the carbons, 0.2 ppm for the hydrogens and 3 ppm for the nitrogens.

While the maximal variation of the chemical shifts with respect to the size of the QM part is small with about 2 ppm for carbon, 0.1 ppm for hydrogen and 3 ppm for the nitrogen without any N–H bond (N$_1$, N$_3$ and N$_7$), it can be more pronounced with up to 14 ppm for the other nitrogens (N$_6$ and N$_9$). This finding reflects the formation of hydrogen bonds between the NH and NH$_2$ groups with the solvent that are not properly described in the W0 calculation.

C. **$g$ tensor of the $E'_{1}$ center in $\alpha$-quartz**

To further validate the method for the calculation of the $g$ tensor and to apply it in a PBC simulation, we have calculated the $g$ tensor of the positively charged oxygen vacancy $E'_{1}$ center in $\alpha$-quartz. Being one of the most abundant point defects in silica and due to its importance in the degradation of the performance of the gate oxide in transistors, the $E'_{1}$ center has been the subject of a large number of calculations (an excellent overview can be found in Ref. [54]). To our knowledge, the $g$ tensor of this defect has been calculated only once [16], using the GIPAW $g$-tensor method. However, the (periodic) simulation cell that was used included only 71 atoms (24 silicon atoms and 47 oxygen atoms), while the real $E'_{1}$ center in nature has quite a long (up to 4-5 SiO$_2$ shells) defect geometry propagation, causing the structure to be somewhat biased by the periodic replica. Moreover, the interaction range of the +1 positive charge of the $E'_{1}$ center is even much larger than 4-5 SiO$_2$ shells, since the quite well ordered structure fails to screen the bare charge.

For the present calculation, we have used a QM/MM scheme previously tested and applied on $\alpha$-quartz [54–56]. The MM $\alpha$-quartz crystal is made of 15552 atoms in an orthorhombic cell with lattice constants of 49.94, 57.66, and 63.49 Å, and is described using the van Beest-Kramer-van Santen (BKS) potential [57]. After removal of an oxygen atom, a por-
tion of 159 QM atoms was chosen in order to surround the oxygen vacancy defect. The geometry was relaxed using the GPW method \[35, 58\] and a PSP approximation for the entire QM subsystem was employed. For the CSGT-GAPW \(g\)-tensor calculation on the relaxed structure, 17 QM atoms are described with AE treatment (using the full nuclear potential), while the remaining 142 QM atoms are still described within the PSP approximation. The different subsystems of this approach, which will be referred to as AE/PSP/MM, are shown in Figure 4. We have also performed a calculation using an AE treatment for the entire QM subsystem, this approach will be referred to as AE/MM. A PBE gradient-corrected functional was used (in correspondence with the GIPAW calculation), together with a TZV2P-PSP \[59\] basis set for the PSP atoms and a 6-311G(d,p) basis set for the AE atoms, and a 320 Ry cutoff for the auxiliary plane wave grid.

The calculated \(\Delta g\) tensors are presented in Table VI, together with the corresponding experimental \[60\] and theoretical (using the GIPAW method) data from literature. Comparing the calculated \(\Delta g\) tensors with the available experimental data, all three methods — CSGT-GAPW AE/PSP/MM, CSGT-GAPW AE/MM, and GIPAW — are found to perform very well. The use of the pseudopotential approximation of the atoms surrounding the spin center thus has only a minor effect on the results.

In the GIPAW approach the principal values are slightly overestimated and the quasidegeneracy of the \(\Delta g_{yy}\) and \(\Delta g_{zz}\) principal values is not found. The latter also affects the predictions for the corresponding principal directions. The use of the pseudopotential approximation has only a minor effect on the results. From a practical point of view this is largely compensated by the lower computational cost. A better agreement at an elevated computational cost is possible by adopting an AE treatment for additional atoms.

We further refrain from making a strong or definite judgment on the accuracies that can be obtained with the GIPAW and GAPW method, as each method has of course its merits and indeed several influences have not been taken into account in this benchmark such as level-of-theory effects, dynamical effects and additional structural influences.

IV. SUMMARY

We have introduced a method for the AE calculation of the NMR chemical shifts and EPR \(g\) tensor with PBC, using the GAPW method. Thanks to the AE-GAPW scheme, we
can avoid the use of the pseudopotential approximation, which is one of the main sources of inaccuracies for the calculations performed with the original Sebastiani and Parrinello implementation, in particular for elements heavier than hydrogen. The method has been validated over a set of small isolated molecules by comparing the deviation of the chemical shifts and $g$ tensor with other theoretical methods. Then, two exemplary applications of the method have been presented, which involves QM/MM calculations of the chemical shifts of an adenine molecule hydrated in a box of 827 water molecules with up to 66 atoms in the QM part, and the calculation of the $g$ tensor for the $E_1'$ center in $\alpha$-quartz using a 15551-atom simulation cell and a three-layered AE/PSP/MM approach with 159 atoms in the QM (AE/PSP) part. This example is indicative for the application field in which we hope the proposed method to be of great value.
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VI. APPENDIX

The effective potential, $V^{\tau}_{\text{eff}}$, is split up in a soft global component $\tilde{V}^{\tau,\text{PSP}}_{\text{eff}}$ or $\tilde{V}^{\tau,\text{AE}}_{\text{eff}}$ and local atom-centered components $V^{\tau,\text{PSP}}_{\text{effA}}$ or $V^{\tau,\text{AE}}_{\text{effA}}$ depending whether a pseudopotential or a nuclear Coulomb potential is considered, as

$$
\tilde{V}^{\tau,\text{PSP}}_{\text{eff}}(\mathbf{r}) = \sum_{A \in \text{PSP}} V^{\text{PSP}}_{\text{loc,}A,\rho} \left[ \alpha_c - \frac{1}{2r_{\text{loc,}A}^2} \right] + v_H[\tilde{\rho}(\mathbf{r}) + \rho^0(\mathbf{r})] + v^\tau_{X_n}[\tilde{\rho}(\mathbf{r})],
$$

$$
\tilde{V}^{\tau,\text{AE}}_{\text{eff}}(\mathbf{r}) = v_H[\tilde{\rho}(\mathbf{r}) + \rho^0(\mathbf{r})] + v^\tau_{X_n}[\tilde{\rho}(\mathbf{r})],
$$

$$
V^{\tau,\text{PSP}}_{\text{effA}}(\mathbf{r}) = v^{\text{PSP}}_{\text{loc,}A,\rho} \theta' \left[ \alpha_c - \frac{1}{2r_{\text{loc,}A}^2} \right] + v_H[\rho_A(\mathbf{r}) + \rho^0_A(\mathbf{r})] - v_H[\tilde{\rho}_A(\mathbf{r}) + \rho^0_A(\mathbf{r})]
$$

$$
+ v^\tau_{X_n}[\rho_A(\mathbf{r})] - v^\tau_{X_n}[\tilde{\rho}_A(\mathbf{r})],
$$

$$
V^{\tau,\text{AE}}_{\text{effA}}(\mathbf{r}) = \frac{Q_A}{r} \text{erfc} \left( \frac{r}{\sqrt{2r_{\text{loc,}A}^2}} \right) + v_H[\rho_A(\mathbf{r}) + \rho^0_A(\mathbf{r})] - v_H[\tilde{\rho}_A(\mathbf{r}) + \rho^0_A(\mathbf{r})]
$$

$$
+ v^\tau_{X_n}[\rho_A(\mathbf{r})] - v^\tau_{X_n}[\tilde{\rho}_A(\mathbf{r})],
$$

where the appropriate screening densities $\rho^0$, $\rho^0_A$, and $\rho^\tau_A$ are defined in [23], $\theta(x)$ is the Heaviside function, and $\theta'(x) = -(\theta(x) - 1)$. The factor $\theta'(x)$ causes $V^{\text{PSP}}_{\text{loc,}A,\rho}$, the short-
range part of the pseudopotential for the $A$-th nucleus, to be included either in the global or in the appropriate local component, depending on whether the decay of the exponential factor in $V^{\text{PSP}}_{\text{loc},A}$ is slower or faster than $e^{-\alpha_{c}r^{2}}$. The parameter $\alpha_{c}$ is an adjustable cutoff.

We thus neglect the non-local component of the pseudopotentials, which only operates in the close surroundings of the corresponding atomic nucleus. The long-range behavior of the pseudopotentials remains preserved, and therefore they still provide the correct contributions in the region of the simulation cell which requires an AE treatment. The soft $V^{\tau}_{\text{eff}}$ is constructed in reciprocal space, and subsequently its spatial derivatives are computed. $V^{\tau,\text{PSP}}_{\text{eff},A}$ and $V^{\tau,\text{AE}}_{\text{eff},A}$ quickly go to zero for large distance and this effect is even amplified for their spatial derivatives. We therefore assume that $\nabla V^{\tau,\text{PSP}}_{\text{eff},A}$ and $\nabla V^{\tau,\text{AE}}_{\text{eff},A}$ are only significant within $U_{A}$.

[34] The cp2k developers group (2008), URL http://cp2k.berlios.de/.
TABLE I: Convergence of the isotropic chemical shifts of the central water molecule of a water chain (see text for details) with respect to the truncation parameter $R_c$ introduced in Eq. 10. The H$_1$ atoms is aligned along the z-axis. All the values are in ppm.

<table>
<thead>
<tr>
<th></th>
<th>$R_c = 0.5$ Å</th>
<th>$R_c = 1.6$ Å</th>
<th>$R_c = 4.0$ Å</th>
<th>all atoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>322.2247</td>
<td>322.2465</td>
<td>322.2489</td>
<td>322.2481</td>
</tr>
<tr>
<td>H$_1$</td>
<td>29.8431</td>
<td>29.5129</td>
<td>29.5829</td>
<td>29.5926</td>
</tr>
<tr>
<td>H$_2$</td>
<td>32.8875</td>
<td>32.1919</td>
<td>32.1276</td>
<td>32.1141</td>
</tr>
</tbody>
</table>
TABLE II: Percentage deviation of the CSGT-GAPW method from the SZ/et-pVQZ method for the isotropic and anisotropic $\Delta g$ values of $\text{SO}_3^-$, using different aug-cc-pVXZ basis sets.

<table>
<thead>
<tr>
<th></th>
<th>aug-cc-pVDZ</th>
<th>aug-cc-pVTZ</th>
<th>aug-cc-pVQZ</th>
<th>aug-cc-pV5Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>iso</td>
<td>38</td>
<td>22</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td>ani</td>
<td>53</td>
<td>31</td>
<td>18</td>
<td>8</td>
</tr>
</tbody>
</table>
TABLE III: Comparison of the principal $\Delta g$ values of three small isolated molecules obtained with the SZ, GIPAW, and the CSGT-GAPW methods. The PBE functional is used for all the three methods. All the values are in ppm.

<table>
<thead>
<tr>
<th></th>
<th>SZ et-pVQZ</th>
<th>GIPAW TM/100 Ry</th>
<th>CSGT-GAPW aug-cc-pVQZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_4^+$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta g_{\parallel}$</td>
<td>-55</td>
<td>-65</td>
<td>-60</td>
</tr>
<tr>
<td>$\Delta g_{\perp}$</td>
<td>1058</td>
<td>924</td>
<td>1087</td>
</tr>
<tr>
<td>HO$_2$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta g_{xx}$</td>
<td>-290</td>
<td>-290</td>
<td>-258</td>
</tr>
<tr>
<td>$\Delta g_{yy}$</td>
<td>6329</td>
<td>6110</td>
<td>6357</td>
</tr>
<tr>
<td>$\Delta g_{zz}$</td>
<td>30240</td>
<td>27420</td>
<td>30298</td>
</tr>
<tr>
<td>SiH$_3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta g_{\parallel}$</td>
<td>-72</td>
<td>-108</td>
<td>-97</td>
</tr>
<tr>
<td>$\Delta g_{\perp}$</td>
<td>2617</td>
<td>2261</td>
<td>2477</td>
</tr>
</tbody>
</table>
TABLE IV: Calculated $^{13}\text{C}$, $^1\text{H}$ and $^{15}\text{N}$, chemical shifts of an isolated adenine (upper part of the table). Values in parentheses are corrected for core electrons (see text for details). Absolute chemical shifts of the references are shown in the lower part of the table. The subscript $t$, $n$, $b$, $py$, $pr$ and $a$ refer to TMS, MeNO$_2$, benzene, pyridine, pyrrole and aniline, respectively. All the values are in ppm.

<table>
<thead>
<tr>
<th></th>
<th>IGAIM-GAPW$^a$</th>
<th>IGAIM-GA$^b$</th>
<th>IGAIM-GA$^c$</th>
<th>CSGT-CP$^d$</th>
<th>IGAIM-GAPW$^d$</th>
<th>GIPAW$^e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C$_2$</td>
<td>164</td>
<td>164</td>
<td>166</td>
<td>136 (168)</td>
<td>162</td>
<td>166</td>
</tr>
<tr>
<td>C$_4$</td>
<td>159</td>
<td>159</td>
<td>162</td>
<td>130 (161)</td>
<td>156</td>
<td>162</td>
</tr>
<tr>
<td>C$_5$</td>
<td>128</td>
<td>128</td>
<td>130</td>
<td>93 (124)</td>
<td>126</td>
<td>131</td>
</tr>
<tr>
<td>C$_6$</td>
<td>163</td>
<td>163</td>
<td>165</td>
<td>134 (166)</td>
<td>161</td>
<td>164</td>
</tr>
<tr>
<td>C$_8$</td>
<td>141</td>
<td>141</td>
<td>143</td>
<td>115 (146)</td>
<td>140</td>
<td>143</td>
</tr>
<tr>
<td>H$_2$</td>
<td>8.4</td>
<td>8.4</td>
<td>8.5</td>
<td>7.4</td>
<td>8.4</td>
<td>8.5</td>
</tr>
<tr>
<td>H$_8$</td>
<td>7.5</td>
<td>7.5</td>
<td>7.7</td>
<td>7.0</td>
<td>7.6</td>
<td>8.1</td>
</tr>
<tr>
<td>N$_1$</td>
<td>−134</td>
<td>−134</td>
<td>−135</td>
<td>−143 (−118)</td>
<td>−128</td>
<td>−132</td>
</tr>
<tr>
<td>N$_3$</td>
<td>−142</td>
<td>−142</td>
<td>−146</td>
<td>−152 (−127)</td>
<td>−136</td>
<td>−141</td>
</tr>
<tr>
<td>N$_6$</td>
<td>−319</td>
<td>−319</td>
<td>−327</td>
<td>−285 (−332)</td>
<td>−310</td>
<td>−322</td>
</tr>
<tr>
<td>N$_7$</td>
<td>−129</td>
<td>−129</td>
<td>−132</td>
<td>−154 (−129)</td>
<td>−123</td>
<td>−128</td>
</tr>
<tr>
<td>N$_9$</td>
<td>−235</td>
<td>−235</td>
<td>−240</td>
<td>−217 (−240)</td>
<td>−226</td>
<td>−234</td>
</tr>
<tr>
<td>C$_t$</td>
<td>177</td>
<td>177</td>
<td>175</td>
<td>7</td>
<td>181</td>
<td>184</td>
</tr>
<tr>
<td>H$_t$</td>
<td>31.3</td>
<td>31.3</td>
<td>31.3</td>
<td>30.6</td>
<td>31.1</td>
<td>30.9</td>
</tr>
<tr>
<td>N$_n$</td>
<td>−159</td>
<td>−159</td>
<td>−166</td>
<td>−299</td>
<td>−152</td>
<td>−139</td>
</tr>
<tr>
<td>C$_b$</td>
<td>37</td>
<td></td>
<td></td>
<td>−99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N$_{py}$</td>
<td>−119</td>
<td></td>
<td></td>
<td>−227</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N$_{pr}$</td>
<td>77</td>
<td></td>
<td></td>
<td>−79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N$_a$</td>
<td>171</td>
<td></td>
<td></td>
<td>−8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$BLYP/cc-pVQZ.
$^b$BLYP/aug-cc-pV5Z.
$^c$BLYP/200 Ry.
$^d$PBE/cc-pVQZ.
$^e$PBE/100 Ry.
TABLE V: Calculated $^{13}$C, $^1$H and $^{15}$N, chemical shifts of adenine at the BLYP/cc-pVQZ level of theory within a QM/MM framework (see text for details). All the values are in ppm.

<table>
<thead>
<tr>
<th></th>
<th>ISO</th>
<th>W0</th>
<th>W3</th>
<th>W5</th>
</tr>
</thead>
<tbody>
<tr>
<td>C$_2$</td>
<td>164</td>
<td>164</td>
<td>166</td>
<td>166</td>
</tr>
<tr>
<td>C$_4$</td>
<td>148</td>
<td>148</td>
<td>148</td>
<td>148</td>
</tr>
<tr>
<td>C$_5$</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td>C$_6$</td>
<td>160</td>
<td>160</td>
<td>159</td>
<td>159</td>
</tr>
<tr>
<td>C$_8$</td>
<td>145</td>
<td>152</td>
<td>154</td>
<td>154</td>
</tr>
<tr>
<td>H$_2$</td>
<td>7.8</td>
<td>7.8</td>
<td>7.8</td>
<td>7.9</td>
</tr>
<tr>
<td>H$_8$</td>
<td>7.7</td>
<td>8.3</td>
<td>8.2</td>
<td>8.4</td>
</tr>
<tr>
<td>N$_1$</td>
<td>$-115$</td>
<td>$-129$</td>
<td>$-128$</td>
<td>$-125$</td>
</tr>
<tr>
<td>N$_3$</td>
<td>$-127$</td>
<td>$-147$</td>
<td>$-144$</td>
<td>$-145$</td>
</tr>
<tr>
<td>N$_6$</td>
<td>$-330$</td>
<td>$-330$</td>
<td>$-318$</td>
<td>$-317$</td>
</tr>
<tr>
<td>N$_7$</td>
<td>$-121$</td>
<td>$-144$</td>
<td>$-147$</td>
<td>$-149$</td>
</tr>
<tr>
<td>N$_9$</td>
<td>$-249$</td>
<td>$-237$</td>
<td>$-226$</td>
<td>$-223$</td>
</tr>
</tbody>
</table>
TABLE VI: Principal values and principal directions of the calculated $\Delta g$ tensors for the $E'_1$ center in $\alpha$-quartz, and corresponding experimental [60] and theoretical (using the GIPAW method) data from literature. Principal values are expressed in ppm and principal directions in degrees.

<table>
<thead>
<tr>
<th></th>
<th>Expt.</th>
<th>GAPW AE/PSP/MM</th>
<th>GAPW AE/MM</th>
<th>GIPAW</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta g_{xx}$</td>
<td>-530 114.5° 227.7°</td>
<td>-561 108.3° 229.6°</td>
<td>-593 108.3° 230.1°</td>
<td>-651 110.0° 223.5°</td>
</tr>
<tr>
<td>$\Delta g_{yy}$</td>
<td>-1790 134.5° 344.4°</td>
<td>-1830 157.6° 372.8°</td>
<td>-1870 149.0° 353.6°</td>
<td>-2255 142.3° 341.6°</td>
</tr>
<tr>
<td>$\Delta g_{zz}$</td>
<td>-2020 125.4° 118.7°</td>
<td>-1898 102.5° 135.4°</td>
<td>-1901 114.1° 131.5°</td>
<td>-2481 120.4° 121.1°</td>
</tr>
</tbody>
</table>
FIG. 1: Relative error of the IGAIM-GAPW method with respect to the IGAIM-GA method for the isotropic and anisotropic chemical shifts calculated on a set of small molecules (see text for details). Note the different scales in the three panels.

FIG. 2: Relative error of the CSGT-GAPW method with respect to the SZ method for the isotropic and anisotropic Δg values calculated on a set of small isolated molecules (see text for details).

FIG. 3: Labeling scheme for the adenine.

FIG. 4: The hybrid AE/PSP/MM scheme used to describe the $E'_1$ center in $\alpha$-quartz. The periodically repeated simulation cell has a total of 15551 atoms, 142 of those are described within the PSP approximation, and another 17 with an AE treatment (i.e. using the full nuclear potential). (a) The AE fragment, together with an isosurface plot of the spin density ($\rho^s = 0.01$ au). (b) The AE fragment, embedded in the PSP layer (orange). (c) The QM (AE and PSP) fragment (orange), embedded in the MM layer (gray).