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1 Introduction

In the last years several studies collected empirical evidence that the univariate short-term interest rate dynamics over time can be accurately described using regime switching approaches; see, for example, García and Perron (1996), Bansal and Zhou (2002) or Ang and Bekaert (2002a) in the Hamilton’s Markovian regime switching framework, or Audrino (2004) in a threshold autoregressive regime switching framework. As Ang and Bekaert (2002b) showed, a parametric regime switching model can match well the non-linear short rate drift and volatility patterns present in real data and detected in several non-parametric studies of the term structure (see, for example, Ait-Sahalia 1996a, 1996b, or Stanton 1997). This finding gives a first reason about the importance of using models allowing for regime shifts when estimating the term structure and when pricing interest rate dependent instruments. In addition to that, shifts in conditional mean and volatility regimes impact in a economically significant way the whole term structure of interest rates and not only the short-term interest rate process. In fact, standard term structure models, like the Cox, Ingersoll, and Ross (1985) (CIR) model and like affine models that do not consider the possibility of discrete regime shifts, may lead to poor empirical performance when fitted to real data.

In this article, we propose a new term structure model where the short-term interest rate process as well as the market prices of risk are subjected to discrete regime shifts. A similar approach was proposed by Bansal and Zhou (2002) in the Hamilton’s Markovian framework with constant transition probabilities across different linear processes. Generalizations of this model to incorporate time-varying transition probabilities were developed by Dai, Singleton, and Yang (2003) and Fink (2004). In such models, transition probabilities can be state-dependent (function of underlying factors or/some exogenous macroeconomic variables), but the Markov process governing the regime changes is assumed to be independent from the factor process.

Following this direction and supported by empirical evidence, we also believe that the probability to be at any given time in a specific regime has to be time-varying and directly related to some relevant state variables. Nevertheless, our approach is different from the regime switching models introduced in the literature above. In our model the underlying regime variable does not follow a Markov process. Instead, regimes are directly characterized by multiple thresholds on the regime variable. As Audrino (2004) showed in his study, a threshold autoregressive regime switching model is able to estimate and forecast well the short-term interest rate dynamics. Moreover, in this model the relation between regimes and state variables, such as the short-term interest rate itself or other exogenous macroeconomic variables, is direct. As a consequence, regimes have a clear interpretation in terms of disjunct regions of the relevant state space and are determined by thresholds. Thus, the current regime can be derived and the model provides a forecasting tool. This is an improvement compared to other regime switching models presented in the literature. In fact, in the Hamilton’s Markovian framework the current regime is not observed, but randomly distributed across the several possible regimes, according to a given probability distribution. Bansal and Zhou (2002), for example, identify the current regime assuming that it is the one that minimizes the pricing error on the estimates of the whole yield curve. In other words, the current regime is determined a-posteriori given the realization of the yield curve. This is clearly not a feasible strategy when the final goal is forecasting.

Starting from a one-period no arbitrage condition, we derive analytical iterative closed-form expressions for the whole term structure. We estimate our model on monthly US treasury bond yield data from the CRSP database using the linearized Kalman filter technique studies by Duffee and Stanton (2004), among others. The time period we consider goes from January 1960 to December 2001. Comparing the results
from our model with those from two alternative competitors we collect the following empirical evidence. First, our model suggests the presence of more than two regimes in the short-term interest rate process, consistently to previous results found in Audrino (2004). Second, when fitting our one-factor Beta model to US interest rate data we collect empirical evidence of its strong potential in estimating the yield curve, also in comparison to other single factor alternative approaches like the regime-switching specifications of Bansal and Zhou (2002) and the standard CIR model. In particular, our model shows minimal pricing errors (averaged on eleven different maturities) and is the only one that is able to mimic well different shapes of the realized yield curve. Thus, our one-factor Beta model joins at the the same time simplicity of the term structure dynamics with good empirical results.

In the fourth section of the paper, we give some insight into how the single factor Beta model can be improved. We report some preliminary results for a two-factor generalization of the Beta model. In particular, the pricing errors of the two-factor Beta model are on average less then 20 basis points. This number is encouraging when compared, for example, to the 30 basis points showed on average by the two-factor CIR model.

The remainder of the paper is organized as follows. The Beta model for the term structure is introduced in Section 2. The results of our empirical analysis on US term structure data are summarized in Section 3. In Section 4 we give a short outlook of possible applications of our model as well as future developments. Section 5 concludes the paper.

2 The model

In this section we present our model for the state variable and we derive the no-arbitrage conditions for the term structure of interest rates. The model setup follows Bansal and Zhou (2002). We construct a Cox, Ingersoll, and Ross (1985) model (CIR model) for the state variable with regime shifts. The latter are assumed to be determined by a threshold model for the state variable and beta distributed dispersions around the current observation. We present below the theory for a one-factor model. The extension to more factors model gives rise to some theoretical open questions that are discussed in Section 4. In addition to that, note that the estimation of a two- or three-factors specification is clearly more computationally expensive since it involves an higher number of parameters.

Let \((X_t)_{t\geq 0}\) be a one-dimensional state variable and \((s_t)_{t\geq 0}\) be the discrete regime switching process with values \(k \in \{1, \ldots, K\}\). We assume that given the regime of the economy \(s_{t+1}\) at time \(t+1\), the state variable satisfies the following dynamics (Cox, Ingersoll, and Ross 1985):

\[
X_{t+1} - X_t = \kappa_{s_{t+1}} (\theta_{s_{t+1}} - X_t) + \sigma_{s_{t+1}} \sqrt{X_t} U_{t+1},
\]

where \(U_{t+1}\) are i.i.d. standard normally distributed innovations, and \(\kappa_{s_{t+1}}, \theta_{s_{t+1}}\) and \(\sigma_{s_{t+1}}\) are the regime-dependent mean reversion, long run mean and volatility parameters, respectively. We denote the regime-dependent conditional mean and conditional variance of the process given the information \(\mathcal{F}_t\) up to time \(t\) and the regime \(s_{t+1}\) by \(\mu_{s_{t+1}}(X_t) = \kappa_{s_{t+1}} (\theta_{s_{t+1}} - X_t)\) and \(\sigma^2_{s_{t+1}}(X_t) = \sigma^2_{s_{t+1}} X_t\), respectively. Using the standard notation, we denote the difference \(X_{t+1} - X_t\) by \(\Delta X_{t+1}\).

Contrary to the model proposed by Bansal and Zhou (2002), the regime switching process is determined
as

\[ s_{t+1} = k \iff V_{t+1} \in (d_{k-1}, d_k] =: R_k, \quad \text{for } k = 1, \ldots, K, \]

(2)

where \( d_0 < d_1 < \cdots < d_K \) are thresholds for the state variable \( X_t \) and the real-valued random variable \( V_{t+1} \) satisfies

\[ V_{t+1} \mid (X_t, s_t) \sim \text{Beta}(\alpha_{s_t}(X_t), \beta_{s_t}(X_t)), \]

(3)

i.e. \( V_{t+1} \) is conditionally beta distributed on \( [d_0, d_K] \) with parameters \( \alpha_{s_t}(X_t) \) and \( \beta_{s_t}(X_t) \), given the observation of the state variable \( X_t \) and the regime \( s_t \) at time \( t \).

Additionally, we initialize the process \( V = (V_t)_{t \geq 0} \) imposing \( V_0 = \tilde{X}_0 \). Equations (2) and (3) explain the following dynamics for the regime process: given the observation of the state variable \( X_t \) at time \( t \), the time \( t + 1 \) regime is determined by a conditionally beta distributed variable, where the parameters of the distribution are functions of \( X_t \).

In other words, the probability that next regime occurs depends on both the current observation of the state variable and a fixed threshold structure for the state variable. This implies one of the main property of the model: given the threshold structure and the current observation of the state variable, we are able to derive the current regime. This is not the case in the Markovian framework of Bansal and Zhou (2002).

In their model, the current regime is not observed but randomly distributed between the possible regimes with a given probability distribution. For this reason, in Bansal and Zhou (2002) the current regime is determined a-posteriori such that it minimizes the pricing error on the estimates of the whole term structure. As a consequence, their model definitely depends not only on the realized state variable, but also on the whole realized term structure. On the contrary, our model only depends on the realized state variable.

The functions \( \alpha_{s_t} : \mathbb{R} \to \mathbb{R}^+ \) and \( \beta_{s_t} : \mathbb{R} \to \mathbb{R}^+ \) are assumed to be continuously differentiable. If both \( \alpha_{s_t} \) and \( \beta_{s_t} \) are constant, then we have constant transition probabilities. Nevertheless, the current regime can still be derived from the threshold structure. Later, we will impose some restrictions on \( \alpha_{s_t} \) and \( \beta_{s_t} \). In particular, we will assume that for all \( X_t \) and all \( s_t \), the conditional mode of \( V_{t+1} \) corresponds to \( X_t \), i.e.

\[ X_t = d_0 + (d_K - d_0) \frac{\alpha_{s_t}(X_t) - 1}{\alpha_{s_t}(X_t) + \beta_{s_t}(X_t) - 2} \iff \alpha_{s_t}(X_t) = \frac{(2 - \beta_{s_t}(X_t)) \tilde{X}_t - 1}{X_t - 1}, \]

(4)

where \( \tilde{X}_t = \frac{X_t - d_0}{d_K - d_0} \) is the shifted and normalized state variable. In this case, equation (2) implies that given \( X_t \) and \( s_t \), depending on \( \alpha_{s_t} \) and \( \beta_{s_t} \), the process \( V_{t+1} \) determining the regime at time \( t + 1 \) is distributed around the current observation of the state variable. In fact, the restriction (4) for the parameters \( \alpha_{s_t} \) and \( \beta_{s_t} \) is supported by empirical evidence collected in the literature. For example, Bansal and Zhou (2002) found that the probability of staying in the same regime is very high (about 98%). Assuming (4) we ensure the beta transition probabilities (3) in our model to be concentrated around the current value of the state variable.

Above we denoted by \( \mathcal{F}_t = \sigma(X_u, s_u : u \leq t) \) the information available up to time \( t \). In our model it corresponds to the \( \sigma \)-algebra generated by \( (X_u)_{u \leq t} \) and \( (s_u)_{u \leq t} \) meaning that the state variable and the regime process up to time \( t \) are observable at time \( t \). The conditional cumulative function of \( X_{t+1} \) given
\( \mathcal{F}_t \) can be computed as

\[
\mathcal{F}_t(x) = \mathbb{P} [X_{t+1} \leq x | \mathcal{F}_t] = \sum_{k=1}^{K} \Phi \left( \frac{x - X_t - \kappa_k (\theta_k - X_t)}{\sigma_k \sqrt{X_t}} \right) \left[ I(\tilde{d}_k; \alpha_{s_t}(X_t), \beta_{s_t}(X_t)) - I(\tilde{d}_{k-1}; \alpha_{s_t}(X_t), \beta_{s_t}(X_t)) \right]
\]

where \( \tilde{d}_k = \frac{d_k - d_{k-1}}{d_K - d_0} \), \( k = 1, \ldots, K \), are the normalized thresholds, and \( I(x; \alpha, \beta) \) is the incomplete beta function

\[
I(x; \alpha, \beta) = \frac{1}{B(\alpha, \beta)} \int_0^x (1 - u)^{\beta-1} u^{\alpha-1} \, du.
\]

\( \Phi \) denotes as usual the standard normal distribution function. The conditional density function of \( X_{t+1} \) given \( \mathcal{F}_t \) follows directly, equals

\[
f_t(x) = \sum_{k=1}^{K} \frac{1}{\sigma_k \sqrt{X_t}} \varphi \left( \frac{x - X_t - \kappa_k (\theta_k - X_t)}{\sigma_k \sqrt{X_t}} \right) \left[ I(\tilde{d}_k; \alpha_{s_t}(X_t), \beta_{s_t}(X_t)) - I(\tilde{d}_{k-1}; \alpha_{s_t}(X_t), \beta_{s_t}(X_t)) \right]
\]

and corresponds to a weighted sum of normal densities. \( \varphi \) in (5) denotes the standard normal density function. In the above expression for the conditional density, the last factor of each term is the conditional transition probability. In fact, let \( p_k(X_t) = \mathbb{P} [s_{t+1} = k | \mathcal{F}_t] \) be the conditional transition probability to regime \( k \) given \( \mathcal{F}_t \), then from equations (1) and (2) we have:

\[
p_k(X_t) = \mathbb{P} [V_{t+1} \in (d_{k-1}, d_k) | \mathcal{F}_t] = I(\tilde{d}_k; \alpha_{s_t}(X_t), \beta_{s_t}(X_t)) - I(\tilde{d}_{k-1}; \alpha_{s_t}(X_t), \beta_{s_t}(X_t)).
\]

For \( \beta_{s_t} \) constant or linear in \( X_t \) and assuming that the mode of the Beta distribution corresponds to \( X_t \), the function \( p_k \) are obviously non-linear in \( X_t \). This implies that our model is able to produce non-linear conditional means and volatilities. In fact, nowadays there is strong empirical evidence that the realized short-term interest rate process shows non-linearities in the first and second conditional moments (see for instance Aït-Sahalia (1996a), Stanton (1997) and Ang and Bekaert (2002b)). In particular, in our model the conditional mean \( \mu_{t+1}(X_t) = \mathbb{E} [\Delta X_{t+1} | \mathcal{F}_t] \) and the conditional variance \( \sigma_{t+1}^2(X_t) = \text{Var} [\Delta X_{t+1} | \mathcal{F}_t] \) of the process \( \Delta X_{t+1} \) given \( \mathcal{F}_t \) can be computed as

\[
\mu_{t+1}(X_t) = \sum_{k=1}^{K} \mu_k(X_t) p_k(X_t) = \sum_{k=1}^{K} \kappa_k (\theta_k - X_t) p_k(X_t), \quad \text{and}
\]

\[
\sigma_{t+1}^2(X_t) = \sum_{k=1}^{K} \sigma_k^2 X_t p_k(X_t) + \sum_{k=1}^{K} (\mu_{t+1} - \mu_k(X_t))^2 p_k(X_t).
\]

These are clearly non-linear functions of the current realization \( X_t \). The shapes of these functions are shown in Figures 1 and 2.

[Figure 1 about here.]
They show similar patterns to those reported in the literature using other parametric and non-parametric approaches (see, for example, Ang and Bekaert 2002b).

To finish this section, we derive the no-arbitrage conditions imposed by our model on the affine price process of the zero-coupon bond. Let $P(t, n)$ be the price of a zero-coupon bond issued at time $t$ with maturity $n$. We assume that $P(t, n)$ is an affine function of $X_t$, i.e. we find regime dependent parameters $A_{s_t}(n)$ and $B_{s_t}(n)$ such that

$$ P(t, n) = \exp \left\{ -A_{s_t}(n) - B_{s_t}(n) X_t \right\}. \quad (7) $$

As in Bansal and Zhou (2002), we impose that $A_{s_t}(0) = B_{s_t}(0) = 0$ and $A_{s_t}(1) = 0$, $B_{s_t}(1) = 1$. The latter assumption implies that $r_{f,t} = X_t$, i.e. the state variable $X_t$ corresponds to the short interest rate. Let

$$ h(t + 1, n) = \frac{P(t + 1, n - 1)}{P(t, n)} $$

be the one-period gross return at time $t + 1$. Moreover, let

$$ M_{t,t+1} = \exp \left[ -r_{f,t} - \left( \frac{\lambda_{s_{t+1}}}{\sigma_{s_{t+1}}} \right)^2 \frac{X_t}{2} - \frac{\lambda_{s_{t+1}}}{\sigma_{s_{t+1}}} \sqrt{X_t U_{t+1}} \right] $$

be the one-period pricing kernel at time $t$. Then the one-period no-arbitrage condition for $(t, t + 1)$ is

$$ \mathbb{E} [M_{t,t+1} P(t + 1, n - 1) | \mathcal{F}_t] = P(t, n) $$

or, equivalently,

$$ \mathbb{E} [M_{t,t+1} h(t + 1, n) | \mathcal{F}_t] = 1. $$

The one-period no-arbitrage condition states that the bond price $P(t, n)$ at time $t$ corresponds to the discounted bond price $P(t + 1, n - 1)$ at time $t + 1$, conditioned on the current information. Therefore, conditioning on the regimes, we obtain

$$ 1 = \sum_{k=1}^{K} \mathbb{E} [M_{t,t+1} h(t + 1, n) | \mathcal{F}_t, s_{t+1} = k] | \mathcal{F}_t] \mathbb{P} [s_{t+1} = k | \mathcal{F}_t] \\ = \sum_{k=1}^{K} \mathbb{E} [M_{t,t+1} h(t + 1, n) | \mathcal{F}_t, s_{t+1} = k] | \mathcal{F}_t] p_k(X_t) $$

Given $\mathcal{F}_t$ and $s_{t+1} = k$, the random variable $M_{t,t+1} h_{n,t+1}$ is log-normal distributed with mean

$$ \exp \left( \mu_k(t, n) + \frac{1}{2} \sigma_k(t, n)^2 \right), $$

where

$$ \mu_k(t, n) = -r_{f,t} - \left( \frac{\lambda_k}{\sigma_k} \right)^2 \frac{X_t}{2} - A_k(n - 1) - B_k(n - 1) \mathbb{E} [X_{t+1} | \mathcal{F}_t, s_{t+1} = k] + A_{s_t}(n) + B_{s_t}(n) X_t, $$

and
\[
\sigma_k(t, n)^2 = \left( B_k(n - 1) \sigma_k + \frac{\lambda_k}{\sigma_k} \right)^2 \ X_t = B_k(n - 1)^2 \sigma_k^2 \ X_t + 2 \lambda_k B_k(n - 1) \ X_t + \left( \frac{\lambda_k}{\sigma_k} \right)^2 \ X_t.
\]

Consequently, from the no-arbitrage condition we derive that
\[
1 = \sum_{k=1}^{K} \exp \left( \mu_k(t, n) + \frac{1}{2} \sigma_k(t, n)^2 \right) \ p_k(X_t)
= \frac{1}{B(\alpha_s(t), \beta_s(t))} \sum_{k=1}^{K} \int_{d_{k-1}}^{d_k} \exp \left( \mu_k(t, n) + \frac{1}{2} \sigma_k(t, n)^2 \right) \ (1 - u)^{\beta_s(X_t)-1} u^{\alpha_s(X_t)-1} \ du.
\]

The last equation can be equivalently rewritten as
\[
0 = \sum_{k=1}^{K} \left[ \exp \left( \mu_k(t, n) + \frac{1}{2} \sigma_k(t, n)^2 \right) - 1 \right] \int_{d_{k-1}}^{d_k} (1 - u)^{\beta_s(X_t)-1} u^{\alpha_s(X_t)-1} \ du.
\]

Similarly to Bansal and Zhou (2002), we solve this equation using an approximation. In particular, we derive the first order approximation of the latter expression for \( X_t \approx 0 \). Let
\[
g(x; u) = (1 - u)^{\beta(x)-1} u^{\alpha(x)-1}.
\]

Then
\[
\partial_x g(x; u) = (1 - u)^{\beta(x)-1} u^{\alpha(x)-1} \left[ \beta'(x) \log(1 - u) + \alpha'(x) \log(u) \right]
\]
and the first-order approximation in \( x \approx 0 \) is
\[
g(x; u) \approx (1 - u)^{\beta(0)-1} u^{\alpha(0)-1} \left[ 1 + (\beta'(0) \log(1 - u) + \alpha'(0) \log(u)) x \right].
\]

Moreover, for \( x \approx 0 \), \( \exp(x) - 1 \approx x \). Note that this approximation has sense since in our model \( x \) is the value of the short rate (in our sample, the short rate is always less than 17%). Thus, the first order no-arbitrage condition is given by
\[
0 \approx \sum_{k=1}^{K} \left( \mu_k(t, n) + \frac{1}{2} \sigma_k(t, n)^2 \right) \int_{d_{k-1}}^{d_k} (1 - u)^{\beta_s(0)-1} u^{\alpha_s(0)-1} \left[ 1 + (\beta'_s(0) \log(1 - u) + \alpha'_s(0) \log(u)) X_t \right] \ du.
\]

When dividing the last equation by \( B(\alpha_s(0), \beta_s(0)) \) and defining the following quantities
\[
p_{sik} = \frac{1}{B(\alpha_s(0), \beta_s(0))} \int_{d_{k-1}}^{d_k} (1 - u)^{\beta_s(0)-1} u^{\alpha_s(0)-1} \ du
= I(d_k; \alpha_s(0), \beta_s(0)) - I(d_{k-1}; \alpha_s(0), \beta_s(0))
\]
and
\[
q_{sik} = \frac{1}{B(\alpha_s(0), \beta_s(0))} \int_{d_{k-1}}^{d_k} (1 - u)^{\beta_s(0)-1} u^{\alpha_s(0)-1} (\beta'_s(0) \log(1 - u) + \alpha'_s(0) \log(u)) \ du,
\]
we get that

\[
0 \approx \sum_{k=1}^{K} \left( \mu_k(t, n) + \frac{1}{2} \sigma_k(t, n)^2 \right) (p_{s_t k} + q_{s_t k} X_t).
\]

Note that from the definition of \( p_{s_t k} \) follows that for all \( s_t, \sum_{k=1}^{K} p_{s_t k} = 1 \). Moreover, \( q_{s_t k} = 0 \) if \( \alpha_{s_t} \) and \( \beta_{s_t} \) are both constant, i.e. do not depend on the current realization of the state variable.

Finally, since

\[
\mu_k(t, n) + \frac{1}{2} \sigma_k(t, n)^2 = -X_t - A_k(n-1) - B_k(n-1) (X_t + \kappa_k (\theta_k - X_t)) + A_{s_t}(n) + B_{s_t}(n) X_t + \frac{1}{2} B_k(n-1)^2 \sigma_k^2 X_t + \lambda_k B_k(n-1) X_t
\]

the first order no-arbitrage conditions become

\[
A_{s_t}(n) = \sum_{k=1}^{K} [A_k(n-1) + \kappa_k \theta_k B_k(n-1)] p_{s_t k}
\]

\[
B_{s_t}(n) = \sum_{k=1}^{K} [A_k(n-1) + \kappa_k \theta_k B_k(n-1)] \left( q_{s_t k} - p_{s_t k} \sum_{l=1}^{K} q_{s_t l} \right)
\]

\[
+ \sum_{k=1}^{K} \left[ 1 + (1 - \kappa_k - \lambda_k) B_k(n-1) - \frac{1}{2} B_k(n-1)^2 \sigma_k^2 \right] p_{s_t k}.
\]

Compared to Bansal and Zhou (2002), the iterations for the parameters of the affine model (7) under our model structure for the state variable present the additional term

\[
\sum_{k=1}^{K} [A_k(n-1) + \kappa_k \theta_k B_k(n-1)] \left( q_{s_t k} - p_{s_t k} \sum_{l=1}^{K} q_{s_t l} \right)
\]

that enters in the calculation of \( B_{s_t} \). This term relates to the first order approximation of the transition probabilities and obviously vanishes under the assumption of constant transition probabilities made by Bansal and Zhou (2002).

When rewriting in a vector notation the iterations implied by the above derived no-arbitrage conditions, we get the following. Let \( A(n) = (A_1(n), \ldots, A_K(n))^\prime \) and \( B(n) = (B_1(n), \ldots, B_K(n))^\prime \). Moreover, let we define \( P = (p_k)_{k=1,\ldots,K}, Q = (q_k)_{k=1,\ldots,K} \) and, for all \( k = 1, \ldots, K \)

\[
B_k^1(n) = \kappa_k \theta_k B_k(n),
\]

\[
B_k^2(n) = 1 + (1 - \kappa_k - \lambda_k) B_k(n-1) - \frac{1}{2} B_k(n-1)^2 \sigma_k^2,
\]
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\[ B^i(n) = (B^i_1(n), \ldots, B^i_K(n))' \text{ for } i = 1, 2. \text{ Then } \]
\[ A(n) = P \left[ A(n-1) + B^1(n-1) \right], \quad (9) \]
\[ B(n) = \left[ Q - P \otimes Q1 \right] \left[ A(n-1) + B^1(n-1) \right] + PB^2(n-1), \quad (10) \]
\[ A(0) = B(0) = 0. \quad (11) \]

Finally, let \( Y(t,n) \) be the yield of the zero-coupon bond with maturity \( n \), i.e.
\[ P(t,n) = e^{-n Y(t,n)}. \]

Then, from equation (7) we obtain that
\[ Y(t,n) = \frac{A_n(t)}{n} + \frac{B_n(t)}{n} X_t. \quad (12) \]

3 Empirical analysis

3.1 Data description

The data set used in this work is obtained from the Center for Research in Security Prices (CRSP) and have being first constructed by Fama (1984) and Fama and Bliss (1987). The data consists of 504 monthly observations of annualized discount bond yields for the period from January 1960 to December 2001, with maturities 1, 2, 3, 4, 5, 6 months and 1, 2, 3, 4, 5 years.\(^2\) The same (or part of the same) data set was used by Bansal and Zhou (2002) and Longstaff and Schwarz (1992), among others, and is quite standard in the term structure literature.

In Table 1 we summarize the main statistics of the data.

\[ \text{Table 1 about here.} \]

As expected, the empirical distribution of discount bond yields are leptokurtic and positively skewed. The standard deviation, skewness and kurtosis are systematically higher for short maturities than for the longer ones, while the sample mean shows the opposite behavior (i.e. the average yield curve is upward sloping).

Figure 3 shows the term structure dynamics over the sample period from January 1960 to December 2001.

\[ \text{Figure 3 about here.} \]

We observe several dramatic changes of the interest rates. In particular, interest rates increase sharply and show considerable higher volatility than average during the OPEC oil crises 1973-1975, the Federal Reserve monetary experiment from October 1979 to October 1982 of targeting non-borrowed reserves instead of interest rates (Friedman 1984) and after the market crash of October 1987.

Figure 4 gives qualitatively distinct shapes of the yield curve present in our sample period: concave, downward humped, upward humped, convex. The average yield curve is upward sloping and concave.

\[ \text{Figure 4 about here.} \]
3.2 Preliminary short rate Beta model estimation

We estimate the Beta model following a two-steps procedure. First, we use pseudo maximum-likelihood estimation to fit the model to the data of the short-rate, using the 1-month yield data. The conditional density function is given in equation (5). This first step identifies the number of regimes and the threshold structure. Second, we apply the extended Kalman filter estimation on the data of the whole term structure, where the threshold structure and the starting parameters of the Kalman filter recursion are the optimal ones from the first step. Regime-dependent market prices of risk are initially set equal to zero. In this section we focus on the estimation of the regimes (thresholds) for the short-rate process.

We estimate two different specifications of the Beta model. In both specifications we assume that the parameters $\alpha_{st}(X_t)$ and $\beta_{st}(X_t)$ of the Beta distribution determining the next regime satisfy equation (4). This assumption is equivalent to imposing the conditional mode of the Beta distribution being equal to the current observation of the state variable, as discussed in the previous section. Given equation (4) we choose two functional forms for the $\beta_{st}$ functions. In particular, we impose a parametric model for the $\beta_{st}$, where we allow the $\beta_{st}$ to be constant or linear functions of the state variable. In fact, since we take first order approximations of the single period no-arbitrage condition, more complexity is not needed (see the previous section).

The optimal functional form of the $\beta_{st}$ and the optimal threshold structure (and, consequently, the number of regimes) are estimated using a binary tree construction. This procedure follows closely the one introduced by Audrino and Bühmann (2001). Summarizing, the estimation procedure is as follows.

(a) The minimizing criterion to select the best threshold is always the negative log-likelihood based on the conditional density (5). The parametric form of $\beta_{st}$ in (4) is always constant or linear.

(b) Optimization with threshold functions in item (a) becomes an estimation and model selection problem. The former is done by pseudo maximum likelihood. For the latter, an exhaustive search is computationally prohibitive. Like in Audrino and Bühmann (2001) we propose a tree-structured partial search: within a data-determined tree structure, the optimal model is estimated using the AIC criterion. In particular, we choose as possible threshold candidates $1/8$-quantiles of the sample short-rate observations.

One of the main advantages of this approach is that the threshold structure and the optimal number of regimes is determined endogenously in the estimation. This is not the case, for example, in a standard Markovian regime-switching model where the optimal number of regimes is given a-priori (and is in general low, due to the high computational complexity involved in the estimation). For all details about the estimation procedure we refer to Audrino (2004).

The maximum-likelihood estimates of the short-rate model using the above mentioned strategy are shown in Table 2.

[Table 2 about here.]

We mainly focus our discussion here on the estimated threshold structure and $\beta_{st}$ functions. The other parameters display the same patterns as those reported in the literature for similar models for the short-term interest rate process (see Table 2, Panel B). Moreover, a detailed discussion of this preliminary parameter estimates for the conditional mean and variance dynamics are far away from the scope of this
paper. In the next section, we are going to discuss in a more exhaustive way the Kalman filter estimates for regime-dependent conditional means and volatilities based on the whole term structure data.

We estimated several Beta model specifications. Table 2 only reports the parameter estimates for the best fits, i.e. the two regimes Beta model with linear \( \beta_{st} \) and the three regimes Beta model with constant \( \beta_{st} \). Goodness of fit results for the estimation of our Beta model specification, as well as other standard approaches used in the literature are reported in Table 3.

In particular, the model with three regimes and constant beta parameters (later called 3-regimes constant Beta model) is selected by AIC. This model also minimizes the estimation error (measured by means of the mean absolute error (MAE) statistic and by means of the root mean squared error (RMSE) statistic) for both the drift and the volatility. Consequently, also within this model setup, similar to Audrino (2004), we obtain empirical support to the existence of more than two regimes for the short-rate process. Moreover, when computing the standard errors of the parameters using a classical bootstrap based methodology (see, for example, Efron and Tibshirani 1993) we find also statistical support for the presence of more than two drift and volatility regimes. The optimal thresholds values are 3.859% and 8.382%. The latter also corresponds to the optimal threshold in the 2-regimes linear Beta model. Directly from the construction of our binary tree, we identify a strict relationship between different regimes for the short-rate and the level of the short-rate itself. In fact, the estimated first threshold corresponds to the 25% quantile, while the estimated second threshold is the 87.5% quantile. That means that dates with corresponding one-period behind short-term interest rates that lie below the 3.859% threshold are characterized by conditional means and variances following the first regime dynamics. Similarly, dates with corresponding one-period behind short-term interest rates that are between the 3.859% and the 8.382% thresholds have conditional first and second moments following the second regime dynamics. Finally, dates with one-period behind short-term interest rates above the 8.382% threshold are associated with the third regime. For our data sample, we lie most of the time in the middle regime.

The level of the short rate also impacts the transition probabilities. The coefficients of the \( \beta_{st} \) functions are reported in Table 2 (Panel A). The resulting conditional density functions are also plotted in Figure 5 for the 3-regimes constant Beta model. Note that the fact that the \( \beta_{st} \) functions are constant does not mean that the Beta transition probabilities do not depend on the level of the short rate. In fact, imposing (4) we have that the \( \alpha_{st} \) functions always depend on \( X_t \) except the case where \( \beta_{st} \equiv 1 \).

The upper panel corresponds to the first regime: the probability of shifting to higher regimes is high. The conditional density function is positively skewed whit right fat tail. The middle panel shows the conditional density functions for the second regime. These are symmetric around the current observation and less dispersed compared to the first regime. This means that lying in the middle regime, we have a high probability to stay in the same regime. Finally, the lower panel shows the density function for the third regime. The shape is similar to that of the second regime, but the conditional density function are much more concentrated around the current observations, in particular for very high values of the short-rate. The shape of the conditional density functions for the second and third regimes suggests that higher regimes are more likely to persist.

To end this section, we compare the goodness of fit results from the preliminary estimated Beta model with those from (i) a global CIR model, (ii) the regime-switching model of Bansal and Zhou

[Table 3 about here.]
(2002) with two-regimes and constant transition probabilities, and (iii) with a generalization of the two-regimes model of Bansal and Zhou (2002), where transition probabilities are allowed to depend from the current level of the short rate (see Gray 1996). The goodness of fit statistics are reported in Table 3. In addition, the estimated conditional variances and the conditional probabilities of transition for the regime-switching model with time-varying transition probabilities and the Beta models are plotted in Figures 6-8, respectively.

[Figure 6 about here.]
[Figure 7 about here.]
[Figure 8 about here.]

As expected, all the models considered in the Figures are able to mimic well periods of high and low volatilities and short-term interest rates. Nevertheless, the 3-regimes constant Beta model clearly outperforms the other approaches with respect to several estimation measures reported in Table 3. In particular, within the class of models considered, the 3-regimes constant Beta model shows minimal mean absolute error (MAE) and minimal root mean squared error (RMSE) for the drift. The latter and the $R^2$ (see Gray 1996) are also minimal for the volatility.

### 3.3 Term structure model estimation

The second step of the estimation procedure is based on a Kalman filter estimation for the data of the whole term structure. In this second step we keep fixed the structure of the regimes (i.e. the optimal thresholds for the state variable) estimated in the first step. We restrict ourselves to the 3-regimes constant Beta model from the previous subsection since it yields the best estimation results for the conditional first and second moment dynamics of the short-rate process.

The theoretical and empirical properties of a linearized Kalman filter estimation applied to different term structure models was studied among others by Duffee and Stanton (2004). In their work, Duffee and Stanton argue in favor of the Kalman filter technique when compared to the Efficient Method of Moments of Gallant and Tauchen (1996). This despite the asymptotic equivalence of the latter to a maximum-likelihood estimation.

The next paragraph briefly describes the extended Kalman filter estimation technique. We refer to Duffee and Stanton (2004) for a detailed discussion.

Let we consider the average state variable dynamics (in our one-factor Beta model specification identified with the short-term interest rate), i.e.

$$X_{t+1} = X_t + \mu_{t+1}(X_t) + \sigma_{t+1}(X_t)U_{t+1},$$

where

$$\mu_{t+1}(X_t) = \sum_{k=1}^{K} \kappa_k \theta_k p_k(X_t) - X_t \sum_{k=1}^{K} \kappa_k p_k(X_t), \quad \text{and}$$

$$\sigma_{t+1}^2(X_t) = \sum_{k=1}^{K} \sigma_k^2 p_k(X_t) + \sum_{k=1}^{K} (\mu_{t+1}(X_t) - \mu_k(X_t))^2 p_k(X_t).$$

12
We rewrite these dynamics as follows:

\[ X_{t+1} = F_0(X_t, \rho) + F_1(X_t, \rho) X_t + \tilde{U}_{t+1} \]  
(13)

where \( \rho = \{ \beta_k, \kappa_k, \theta_k, \sigma_k, \lambda_k, k = 1, \ldots, K \} \) is the vector of the parameters that have to be estimated (\( K \) being the number of regimes). \( F_0(X_t, \rho) = \sum_{k=1}^{K} \kappa_k \theta_k p_k(X_t) \), \( F_1(X_t, \rho) = 1 - \sum_{k=1}^{K} \kappa_k p_k(X_t) \) and \( \tilde{U}_{t+1} \) is a Gaussian distributed innovation variable with mean 0 and variance \( Q(X_t, \rho) = \sigma_{\tilde{U}_{t+1}}^2(X_t) \). Let us denote by \( Y_t = (Y(t, n_1), \ldots, Y(t, n_r))^\prime \) the yields at the different maturities present in our data sample. Then, by equation (12) we have that

\[ Y_t = H_0(X_t, \rho) + H_1(X_t, \rho) X_t + \epsilon_t \]  
(14)

where \( H_0 \) and \( H_1 \) are \( n_r \)-dimensional functions of \( X_t \) and \( \rho \), that are defined by

\[ H_{0,j}(X_t, \rho) = \frac{1}{n_j} \sum_{k=1}^{K} A_k(n_j) 1_{X_t \in (d_{k-1}, d_k)} \], \quad \[ H_{1,j}(X_t, \rho) = \frac{1}{n_j} \sum_{k=1}^{K} B_k(n_j) 1_{X_t \in (d_{k-1}, d_k)} \]

for \( j = 1, \ldots, \tau \) and, \( \epsilon_t \) is an additional multivariate distributed idiosyncratic noise term with mean zero and variance-covariance matrix \( R(\epsilon) = \epsilon I d. \)

As already said at the beginning of this section, we keep fixed the threshold structure determined in the first step of the estimation procedure as described in section 3.2.

Equations (13) and (14) are the linear models for the term structure. The functions \( F_0, F_1, H_0 \) and \( H_1 \) depend on both the current observation \( X_t \) and the parameters \( \rho \). The Kalman filter recursion starts with a vector of parameters \( \rho_0 \). In our estimation procedure a reasonable starting value for \( \rho \) is given by the set of maximum-likelihood parameter estimates from the previous subsection (estimated on the short-term interest rate process, see Table 2, Panel B). In addition to that, we initialize the regime-dependent market prices of risk to zero. Using the parameter \( \rho_0 \) we simulate the unconditional average and unconditional variance of \( X_{t+1} \) and we use these values as initial proxy for the mean and variance, respectively. We denote these quantities by \( Y^P_{0} \) and \( P_{0} \). The extended Kalman filter recursion works as follows. Let \( (Y_t)_{t=1,\ldots,T} \) be the vector of observed yields at time \( t \), then for \( \rho = \rho_0 \) and \( t = 0, \ldots, T - 1 \):

(i) Let \( F_0 = F_0(x^t_{|t}, \rho), F_1 = F_1(x^t_{|t}, \rho) \) and \( Q_t = Q(x^t_{|t}, \rho) \). Compute the one-period-ahead predictions for the state variable \( x^P_{t+1|t} = F_0 + F_1 x^P_{|t}, P_{t+1|t} = F'_1 P_t F_1 + Q_t \).

(ii) Let \( H_0 = H_0(x^P_{t+1|t}, \rho), H_1 = H_1(x^P_{t+1|t}, \rho) \). Compute the one-period ahead predictions for the yields \( y^P_{t+1|t} = H_0 + H_1 x^P_{t+1|t}, V_{t+1|t} = H_1 P_{t+1|t} H'_1 + R \).

(iii) Compute the estimation error \( \epsilon_{t+1} = y^P_{t+1|t} - y^P_{t+1|t} \).

(iv) Approximate the \( (t + 1) \)-period log-likelihood by

\[ f_{t+1} = -\frac{1}{2} \left[ \dim(y_{t+1}) \log(2 \pi) + \log |V_{t+1|t}| + \epsilon_{t+1} V_{t+1|t}^{-1} \epsilon_{t+1} \right] \]

(v) Update the prediction of the state variable: \( x^P_{t+1|t+1} = x^P_{t+1|t} + P_{t+1|t} H'_1 V_{t+1|t}^{-1} \epsilon_{t+1} \) and \( P_{t+1|t+1} = P_{t+1|t} - P_{t+1|t} H'_1 V_{t+1|t}^{-1} H_1 P_{t+1|t} \).
The Kalman filter estimate solves

\[ \hat{\rho} = \arg \max_\rho \sum_{t=1}^{T} f_t. \]

The Kalman filter estimate for the single factor 3-regimes constant Beta model are reported in Table 4.

[Table 4 about here.]

All the parameters, except for the speed of reversion parameter in the first regime are significant at the 1% confidence level rejecting the null hypothesis of the parameters to be equal to zero. The level of mean reversion parameter of the second and third regime belongs to the corresponding interval of the threshold model for the short rate, while the same parameter lies outside of the interval for the first regime. This latter regime presents a negative long-run mean and a negative speed of reversion. This implies that conditioned on the next regime being the first regimes, the drift of the short rate is strictly positive, i.e. on average the short rate increases when the next regime is the first regime. This dynamics is also supported by the estimated value \( \beta_{1,0} \) of the Beta distribution for the first regime that is reported in Table 4. In fact, the estimated \( \beta_{1,0} \) parameter implies that the probability of shifting away from the first regime to higher regimes is high (see, once again, Figure 5, upper panel). Note that the estimated regime-dependent constant beta functions are fairly equal to those initially estimated on the short rate process (see also the discussion after 5). On the other side, when the next regime are the second or the third one, the short rate tends to revert to the respective regime-dependent long-run mean.

The first regime (that correspond to small level for the short rate) has volatility parameters that are larger than those of the second, while the last regime presents the smallest volatility parameters. The first regime represents therefore the more volatile regime, while the third regime is far away the less volatile. At the same time, we estimate a negative market price of risk in the first regime, whereas it is positive in the other two regimes. Thus, contrary to Bansal and Zhou (2002) we find that the most volatile regime display a negative market price of risk. This result may be due to the fact that the more risk we take during periods characterized by regime one does not pay since market is in general decreasing. On the contrary, the second and third regimes are similar to those found by Bansal and Zhou (2002), the former being characterized by both high volatility and market price of risk. Thus, the difference between our results and those in Bansal and Zhou (2002) may be a direct consequence of the fact that in our model (i) we have a regime more and (ii) regimes are characterized using a threshold structure for the short rate.

The estimated yield curve from the constant Beta model superimposed on the realized ones for some given dates in our sample period are displayed in Figure 9.

[Figure 9 about here.]

Dates in the sample period are chosen such that yield curve estimates are computed from all the three regimes present in the model (i.e. for almost all the range of realized values of the short rate). Figure 9 shows well the ability of the one-factor 3-regimes constant Beta model to mimic different shapes of the realized yield curves. As it has been reported in the literature by several empirical studies, this is generally not true for other one-factor affine models of the term structure that only provide satisfactory results when extended to their multiple-factors versions (see Figure 10).

To end the empirical analysis, we compare the pricing errors implied by our model estimation to those from other model fits. In particular, we compare the results from the one-factor 3-regimes constant Beta model to those from the (i) one factor CIR model and (ii) one factor two-regimes specification of Bansal
and Zhou (2002). Results for the average absolute pricing error are summarized in Table 5. Pricing errors are averaged over the whole yield curve. In particular, in our case pricing errors are computed over ten different maturities. In the last columns of the table we also report results for two-factors specification of the above mentioned models. The discussion of these results is left to the following section.

[Table 5 about here.]

The 3-regimes constant Beta model outperforms the two other model specifications in term of the mean average absolute pricing errors. Moreover, the variance of the absolute pricing errors as well as the maximal pricing error are clearly below those from both the classical CIR and the regime-switching model of Bansal and Zhou (2002). This result confirms and supports the graphical conclusion that we reached after Figure 9.

4 Generalizations and possible applications

The regime-switching model presented in this work represents a simple but at the same time flexible tool for modelling and forecasting the yield curve. The results obtained for the one-factor 3-regimes Beta model are very encouraging and provide a solid basis for future research, concerning both theoretical and empirical issues.

In this section we briefly discuss possible generalizations of the Beta model. First, we present an extension of the one-factor model to multiple factors model. We also provide preliminary results of a two-factors Beta model. Second, we mention how to incorporate exogenous macroeconomic variables in the regime switching process. This can be crucial for improving estimates and forecasts of the yield curve dynamics. Finally, we mention possible applications of the model to the pricing of fixed income instruments and to interest rate risk management.

Two or multiple factors model. The one-factor affine model (7) can be easily extended in order to include multiple factors. Let $X_1, \ldots, X_M$ be a collection of state variables, where each factor $X_m$ follows the regime switching CIR specification (1). Moreover, let suppose that the risk-free rate of return is the sum of the $M$ factors $r_{f,t} = X_{1t} + \cdots + X_{Mt}$ and the bond price satisfies the following multiple factors affine model:

$$P(t,n) = \exp \left\{ -\sum_{m=1}^{M} A_{m,smt}(n) - \sum_{m=1}^{M} B_{m,smt}(n) X_{mt} \right\}.$$  

Therefore, the yield of a zero-coupon bond with time-to-maturity $n$ is given by

$$Y(t,n) = \sum_{m=1}^{M} \frac{A_{m,smt}(n)}{n} + \sum_{m=1}^{M} \frac{B_{m,smt}(n)}{n} X_{mt}.$$  

The coefficients $A_{m,smt}(n)$ and $B_{m,smt}(n)$ depend on the current regime $s_{mt}$ for the state variable $X_m$. The pricing kernel can be easily obtained from the one-factor pricing kernel of equation (8), where the univariate risk premium is replaced by the sum of $M$ square-root processes $X_1, \ldots, X_M$. Similarly to the one-factor case, the next period regime for $X_m$ is determined by a conditional Beta distributed random variable $V_{mt}$ given $X_{mt}$ and a threshold structure for $X_m$. Consequently and differently from the simplifying
assumption made in Bansal and Zhou (2002), we cannot take the same regime switching process for all factors. Moreover, conditioned on the current observation of the state variables, the regime switching processes might be correlated. In this case, the derivation of the affine model for the term structure is more complicated, since the probability of transitions depend on the multivariate conditional distribution. However, under the assumption of independent state variables, the first order one-period no-arbitrage condition can be simplified and the coefficients \( A_{m,s_m}(n) \) and \( B_{m,s_{m+1}}(n) \) can be easily computed applying to each state variable the iterations (9)-(11) obtained for the one-factor model.

The extension of the one-factor Beta model to a multiple factors model is not immediate. A rigorous analysis is necessary from both the theoretical and the empirical point of view. This is postponed to future works. Nevertheless, we already obtained results that support the multiple factors extension of the Beta model. Assuming independent factors, we estimated a two-factor Beta model using the extended Kalman filter technique. The univariate threshold structures are estimated as described in the previous section. For both factors we identify three regimes. We do not report the single estimates of the two-factors Beta model since this would be beyond the scope of this section. Nevertheless, in order to support this line of research, we compare the two-factors Beta model with the two-factors CIR model and the two-factor regime switching model of Bansal and Zhou (2002). The corresponding estimated yield curve are plotted in Figure 10 for some given dates, while the pricing errors are reported in Table 5. The two-factors Beta model outperforms both the two alternative model specifications.

[Figure 10 about here.]

**Exogenous switching process.** The Beta model assumes that conditioned on the current observation of the state variable the regime switching process is determined by Beta distributed shifts defined on multiple thresholds for the state variable(s). Therefore, the model links the current level of the state variable(s) to its (their) future regimes. In this way, the Beta model provides a valuable forecasting tool. Nevertheless, one can argue that the regime classification might be better captured by other indicators than the state variables. In order to incorporate such indicators, the Beta model could be extended to allow a regime switching specification by exogenous (macroeconomic) variables. We briefly describe how this extension can be implemented. For the sake of simplicity we consider a one-factor model. Let \( X_t \) be a state variable satisfying the regime switching CIR model of equation (1) and let \( Z_t \) be an exogenous macroeconomic variable. The regime switching process \( s_t \) satisfies the following dynamics:

\[
s_{t+1} = k \iff W_{t+1} \in (w_{k-1}, w_k], \quad \text{for } k = 1, \ldots, K,
\]

where \( w_0 < w_1 < \cdots < w_K \) are thresholds for \( Z_t \) and the real-valued random variable \( W_{t+1} \) is conditionally beta distributed on \([w_0, w_K]\) with parameters \( \alpha_{s_k}(Z_t) \) and \( \beta_{s_k}(Z_t) \), given the observation of the exogenous macroeconomic variable \( Z_t \) and the regime \( s_t \) at time \( t \).

If the bond price satisfies the one-factor affine model of equation (7) the one-period no-arbitrage conditions can be derived analogously to the Beta model presented in Section 2. Nevertheless, the probabilities of transition to the next regime are functions of the variable \( Z_t \) and thus also the parameters of the affine model.

**Applications.** Since the proposed Beta model is able to capture both the shape and the level of the yield curve, it can be successfully applied for pricing and risk management purposes. In particular, the
regimes classification through state variables or exogenous macroeconomic variables and their thresholds structures allows to use the Beta model to forecast the yield curve, as already discussed in the previous sections. Future works will be devoted to the pricing of interest-rate-sensitive instruments: swaps, swaption, Eurodollar futures, T-bond futures, etc. The risk management implications of our model will be also explored. We expect the Beta model to be a valid instrument for the implementation of risk management strategies.

5 Conclusions

We presented a term structure model allowing for time-varying non-linear conditional first and second moment dynamics of the short-term interest rate process. Similarly to a large number of other studies introduced in the literature, our model belongs to the class of affine term structure models where the dynamics of the short-term interest rate process (or, more generally, of the unobservable factors) are subjected by changes in regimes. In particular, in our model changes in regime occur in response to discrete beta-distributed regime shifts constructed on multiple thresholds.

Estimating the model using an extended linearized Kalman filter on monthly US treasury bond yields at eleven different maturities, we collected empirical evidence that (i) the short-term interest rate dynamics move across more than two regimes, and (ii) our model shows a strong potential in estimating the dependence structure across the different maturities, also in comparison to other standard linear and non-linear affine benchmark models.

We provide some insight into possible future generalization of the proposed term structure model (for example, the incorporation of exogenous macroeconomic variables in the model) as well as possible financial applications where the fit from our model could have a significant impact and allow for better decisions (for example, the valuation of interest-rate-sensitive securities and interest rate management). These and other related issues are currently being explored in ongoing research.
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1Let $V \sim \text{Beta}(\alpha, \beta)$ be a Beta distributed random variable on $[a, b]$ for $a < b$, then $V$ has density function $f_{a,b}(x) = \frac{1}{B(\alpha, \beta)(b-a)^{\alpha+\beta-1}} (b-x)^{\beta-1} (x-a)^{\alpha-1}$, where $B(\alpha, \beta) = \frac{\Gamma(\alpha) \Gamma(\beta)}{\Gamma(\alpha + \beta)}$ is the Beta function and $\Gamma(\beta) = \int_{0}^{\infty} t^{\beta-1} e^{-t} dt$ is the gamma function. The mean and the variance of $V$ are $\mu = a + (b-a) \frac{\alpha}{\alpha + \beta}$ and $\sigma^2 = \frac{(b-a)^2 \alpha \beta}{(\alpha + \beta)^2 (\alpha + \beta + 1)}$, respectively. The mode is at $a + (b-a) \frac{(\alpha-1)}{\alpha + \beta - 2}$. The cumulative distribution function corresponds to
\[
\mathbb{P}[V \leq x] = \int_{a}^{x} f_{a,b}(y) \, dy \quad \Rightarrow \quad \int_{0}^{\frac{x-a}{b-a}} f_{0,1}(z) \, dz = I \left( \frac{x-a}{b-a}; \alpha, \beta \right)
\]
where $I(x; \alpha, \beta) = \frac{1}{B(\alpha, \beta)} \int_{0}^{x} (1 - u)^{\beta-1} u^{\alpha-1} \, du$ is the incomplete beta function.

2The 1 to 6 months discount bond yield has been annualized by multiplying the original data by $\frac{30.4}{365}$.

3The noise term is included in order to avoid singularity of the yield curve variance-covariance matrix when doing the estimation. In fact, the Kalman filter iteration minimizes the pricing error by solving a quadratic optimization problem, thus the inverse of the variance-covariance is needed. Nevertheless, we find that the optimal Kalman filter estimate for the additional $\epsilon$ parameter is very small, in the order of $10^{-5}$. 

Notes
Table 1: Summary statistics of Monthly Yield data (annualized returns in %) for eight maturities. There are 504 observations ranging from January 1960 to December 2001. The data is obtained from CRSP Fama (1984) and Fama and Bliss (1987) files.

<table>
<thead>
<tr>
<th>Maturity</th>
<th>1m</th>
<th>3m</th>
<th>5m</th>
<th>6m</th>
<th>1y</th>
<th>2y</th>
<th>3y</th>
<th>4y</th>
<th>5y</th>
</tr>
</thead>
<tbody>
<tr>
<td>Std Dev</td>
<td>2.546</td>
<td>2.671</td>
<td>2.692</td>
<td>2.694</td>
<td>2.629</td>
<td>2.576</td>
<td>2.507</td>
<td>2.480</td>
<td>2.460</td>
</tr>
<tr>
<td>Skewness</td>
<td>1.139</td>
<td>1.128</td>
<td>1.111</td>
<td>1.107</td>
<td>1.044</td>
<td>1.011</td>
<td>1.005</td>
<td>0.987</td>
<td>0.965</td>
</tr>
<tr>
<td>Minimum</td>
<td>1.318</td>
<td>1.712</td>
<td>1.758</td>
<td>1.782</td>
<td>1.956</td>
<td>2.368</td>
<td>2.960</td>
<td>3.118</td>
<td>3.346</td>
</tr>
<tr>
<td>5% Qtl</td>
<td>2.438</td>
<td>2.753</td>
<td>2.871</td>
<td>2.891</td>
<td>2.999</td>
<td>3.199</td>
<td>3.504</td>
<td>3.628</td>
<td>3.671</td>
</tr>
<tr>
<td>50% Qtl</td>
<td>5.057</td>
<td>5.402</td>
<td>5.533</td>
<td>5.635</td>
<td>5.911</td>
<td>5.925</td>
<td>6.171</td>
<td>6.548</td>
<td>6.644</td>
</tr>
</tbody>
</table>
Table 2: Beta model estimates, for two different choices of the functions $\beta_s$. The threshold-estimates are $(d_0, d_1, d_2) = (0\%, 8.382\%, 20\%)$ for a 2-regimes model and $(d_0, d_1, d_2, d_3) = (0\%, 3.859\%, 8.382\%, 20\%)$ for a 3-regimes model. The parameter estimates for the global CIR model are also given for comparison. P-values for the null hypothesis that the parameters are equal to zero are given between parentheses. Standard errors are computed using a model-based bootstrap; see, for example, Efron and Tibshirani (1993). One and two asterisks denote significance at the 5% and 1% confidence level.
### Table 3: Goodness of fit statistics for the short rate.

The table shows the AIC statistic for several models for the short rate: the global CIR model, the regimes switching CIR model of Bansal and Zhou (2002) with constant and time-varying probabilities and the Beta regimes models. We also report the in-sample estimation error for conditional first and second moments with respect to the mean absolute error (MAE) and root mean squared error (RMSE) statistics. Additionally, the $R^2$ statistics is given for the volatility (see Audrino 2004, equation (20) for a mathematical definition of $R^2$).

<table>
<thead>
<tr>
<th>Model</th>
<th>AIC</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAE</th>
<th>RMSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
<td>(%)</td>
</tr>
<tr>
<td>Global CIR</td>
<td>953.60</td>
<td>0.44994</td>
<td>0.72449</td>
<td>0.59432</td>
<td>1.83561</td>
<td>0.12753</td>
</tr>
<tr>
<td>CIR regimes switching</td>
<td>795.75</td>
<td>0.45212</td>
<td>0.72715</td>
<td>0.58501</td>
<td>1.75576</td>
<td>0.20340</td>
</tr>
<tr>
<td>with constant probabilities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIR regimes switching</td>
<td>787.55</td>
<td>0.45091</td>
<td>0.72553</td>
<td>0.58948</td>
<td>1.73671</td>
<td>0.21271</td>
</tr>
<tr>
<td>time-varying probabilities</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIR Beta regimes</td>
<td>815.61</td>
<td>0.44949</td>
<td>0.72218</td>
<td>0.59176</td>
<td>1.68247</td>
<td>0.22826</td>
</tr>
<tr>
<td>2 regimes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{s_t}(X_t) = \beta_{s_t,0} + \beta_{s_t,1} X_t$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIR Beta regimes</td>
<td>788.89</td>
<td>0.44062</td>
<td>0.72140</td>
<td>0.58549</td>
<td>1.65925</td>
<td>0.23522</td>
</tr>
<tr>
<td>3 regimes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{s_t} \equiv const$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4: Kalman filter parameter estimates of the 3-regimes constant Beta model fitted on the yield curve for eleven different maturities. The Kalman filter recursions start with the maximum-likelihood estimates from the fit of the univariate short rate model. The regime-dependent market prices of risk are initially set to zero. Standard errors of the parameters are computed using the estimate of the asymptotic variance-covariance matrix based on the outer product of first derivatives of the log-likelihood function (see Duffee and Stanton, 2004) and are shown between parentheses.

<table>
<thead>
<tr>
<th>Regimes $s_t$</th>
<th>Beta $\beta_{s_t,0}$</th>
<th>mean $\theta_{s_t}$ (%)</th>
<th>volatility $\kappa_{s_t}$</th>
<th>price of risk $\lambda_{s_t}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.9454</td>
<td>-4.2893</td>
<td>0.16674</td>
<td>-0.13045</td>
</tr>
<tr>
<td></td>
<td>(0.00012)</td>
<td>(0.00576)</td>
<td>(0.00241)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>14.175</td>
<td>6.2054</td>
<td>0.13109</td>
<td>0.41238</td>
</tr>
<tr>
<td></td>
<td>(0.00000)</td>
<td>(0.00128)</td>
<td>(0.00070)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>33.500</td>
<td>9.8273</td>
<td>0.03551</td>
<td>0.17811</td>
</tr>
<tr>
<td></td>
<td>(0.00000)</td>
<td>(0.00105)</td>
<td>(0.00005)</td>
<td></td>
</tr>
</tbody>
</table>
The parameter estimates for the CIR and regime switching models are taken from Bansal and Zhou (2002), thus the prediction errors correspond to those reported in this latter reference. Consequently, for comparison, the sample period for the Beta model is also restricted to that of Bansal and Zhou (2002) and ranges from June 1964 to December 1995, with 379 observations. For the 3-regimes Beta models we also give the prediction error over the whole sample period from January 1960 to December 2001, with 504 observations.

Table 5: **Model comparison.** Prediction errors (mean absolute error) for several models: one-factor and two-factors regime switching model of Bansal and Zhou (2002) with two-regimes, one-factor and two-factors CIR model and, the one-factor and two-factors 3-regimes constant Beta model.

<table>
<thead>
<tr>
<th></th>
<th>1-factor CIR</th>
<th>1-factor RS</th>
<th>1-factor Beta</th>
<th>2-factor CIR</th>
<th>2-factor RS</th>
<th>2-factor Beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>47</td>
<td>43</td>
<td>41 (36)</td>
<td>30</td>
<td>23</td>
<td>22 (20)</td>
</tr>
<tr>
<td>st. dev.</td>
<td>28</td>
<td>27</td>
<td>24 (23)</td>
<td>18</td>
<td>16</td>
<td>16 (15)</td>
</tr>
<tr>
<td>min</td>
<td>5</td>
<td>4</td>
<td>4 (4)</td>
<td>3</td>
<td>3</td>
<td>2 (2)</td>
</tr>
<tr>
<td>max</td>
<td>174</td>
<td>175</td>
<td>162 (162)</td>
<td>121</td>
<td>114</td>
<td>110 (110)</td>
</tr>
</tbody>
</table>
Figure 1: Conditional drift of the short rate for several models: Global CIR model (upper-left panel), Beta model with $\beta_s$ constant (upper-right panel) and Beta model with $\beta_s$ linear in $X_t$ (lower-left panel). Note that the maximum of the short rate in our data set is about 16%.
Figure 2: Conditional volatility of the short rate for several models: Global CIR model (upper-left panel), Beta model with $\beta_s$, constant (upper-right panel) and Beta model with $\beta_s$ linear in $X_t$ (lower-left panel). Note that the maximum of the short rate in our data set is about 16%.
Figure 3: Monthly yield curves over the sample period from January 1960 to December 2001.
Figure 4: Qualitatively distinct shapes exhibited by realized yield curves for some given dates from the sample period January 1960 to December 2001.
Figure 5: Conditional Beta transition density functions for the three-regimes, constant $\beta_{st}$ model. The $x_{t}$-axes gives the current observation of the short-rate, while the $x$-axes gives the values of the random variable $V_{t+1}$, ranging from 0% to 17%. The three distributions corresponding to the three regimes are plotted: Regime 1 (upper panel) for $x_t \in [0, 3.859\%)$, regime 2 (middle panel) for $x_t \in [3.859\%, 8.382\%)$ and regime 3 (lower panel) for $x_t \in [8.382\%, 17\%]$. 
Figure 6: Regime switching model of Bansal and Zhou (2002) with two regimes and time-varying transition probabilities. The upper panel shows the estimated short-rate conditional variance, while the lower panel gives the conditional probabilities for transition to the higher regime.
Figure 7: Two-regimes linear Beta model. The upper panel shows the estimated short-rate conditional variance, while the lower panel gives the conditional probabilities for transition to the higher (solid line), middle (dotted line) and low (dot-dashed line) regimes.
Figure 8: Three-regimes constant Beta model. The upper panel shows the estimated short-rate conditional variance, while the lower panel gives the conditional probabilities for transition to the higher regime.
Figure 9: Estimated (lines) and realized (points) yield curve for some given dates in our sample period going from January 1960 to December 2001. The yield curve estimates are from the one-factor 3-regimes constant Beta fit.
Figure 10: Estimated (lines) and realized (points) yield curve for some given dates in the sub-sample period going from June 1964 to December 1995. The yield curve estimates are from the two-factors 3-regimes constant Beta model (full line), the two-factors regime switching model (dashed line) and the two-factors CIR model (dotted line).