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Abstract—One of the key pieces of information which biomedical text mining systems are expected to extract from the literature are interactions among different types of biomedical entities (proteins, genes, diseases, drugs, etc.). Different types of entities might be considered, for example protein-protein interactions have been extensively studied as part of the BioCreative competitive evaluations. However, more complex interactions such as those among genes, drugs, and diseases are increasingly of interest. Different databases have been used as reference for the evaluation of extraction and ranking techniques.

The aim of this paper is to describe a machine-learning based reranking approach for candidate interactions extracted from the literature. The results are evaluated using data derived from the PharmGKB database. The importance of a good ranking is particularly evident in the case the results are applied to support human curators.

Index Terms—Text Mining, Literature Curation, Machine Learning, Maximum Entropy

I. INTRODUCTION

The wealth of published information in the biomedical domain is at the same time an opportunity and a challenge. Accessing this information, and making sense of it, is an increasingly difficult task, which requires considerable expertise. In order to help the biologists to quickly locate the essential information that they need, different organizations provide curated databases, which organize the available knowledge about a particular specific subject, for example UniProt/SwissProt [1] is one of the most authoritative resources concerning proteins, BioGrid [2] is the broadest database describing gene and protein interactions.

Most reference databases are created and maintained using a very costly and expensive manual curation procedure, which involves highly skilled professionals. It has been observed already a few years ago that such an approach is not sufficiently efficient in order to cope with the increasing quantity of published results [3]. In order to support this process, researchers are turning their attention to text mining methodologies, not with the aim of replacing manual curation, which is not possible in the foreseeable future, but rather with the aim of providing tools that can make the curation process more efficient. Clearly such tools will need to be tailored to the specific task or database where they are going to be deployed, however some major tendencies are already clear and will shape the future development of the field. Some of the fundamental tasks that text mining systems are required to deal with are entity recognition, concept identification and interaction detection.

The text mining community has been organizing a number of shared tasks aiming at providing an infrastructure for the comparative evaluation of different text mining technologies. One such task which is of particular relevance to the work described in this paper is the protein-protein interaction task which has taken place in the 2006 and 2009 editions of the BioCreative competitive evaluations. The organizers provide a collection of annotated documents as training data (typically derived from one of the curated databases) and a separate collection of unannotated documents as test data. Participants have a limited time frame to process the training data and deliver results to the organizers, who will then score those results against a previously withheld gold-standard, using a set of metrics suited to the task.

In this paper we focus on a different type of interactions, namely those among genes, drugs and diseases, and we use information derived from the PharmGKB database [4], [5] as our gold standard. One advantage of the PharmGKB database is that it provides its data in a format which is structurally similar to the format used by the protein interaction task of BioCreative, thus allowing us to use the same tools for scoring our results. We propose a simple methodology to achieve a high-quality ranked list of candidate interactions starting from know entities and their normalized identifiers. Once entities have been identified and disambiguated, candidate interactions can be generated with simple techniques, for example co-occurrence within the same text span. However such candidates would be too numerous to be useful, so proper ranking techniques are necessary in order to render those results accessible and really useful for a curation task. This paper describes in particular a machine learning approach towards reranking of candidate interactions using a maximum entropy method. We conclude with a brief overview of an integrated curation system where the results described in the paper will be applied.

II. TEXT MINING APPROACH

In order to perform a simple and replicable experiment we refrain from sophisticated entity recognition approaches and do not use any external database of names and identifiers, and instead use only the terms and entities provided by PharmGKB itself, which can be downloaded in a simple textual format. These resources include the terms used in the curated papers and unique identifiers for each corresponding concept, in particular 30351 terms (2986 IDs) for drugs, 28633 terms (3198 IDs) for diseases, 176366 terms (28633 IDs) for genes.
Relationships are represented as binary interactions between two typed identifiers, with supporting evidence provided in the form of PubMed article ID referring to publications which mention the specific interaction. Our gold standard for all the experiments described in this paper is the set of interactions provided by PharmGKB.

For a number of relationships involving genetic polymorphisms, an additional reference to the Single Nucleotide Polymorphism database at NCBI (dbSNP)\(^1\) is provided in the form of a rsID (reference single-nucleotide polymorphism [SNP] ID). Interactions that are recognized as playing an important role in a known pathway are additionally annotated with a reference to the specific pathway (which is described in a separate file). There are a total of 22827 interactions available in the version of PharmGKB which we have used for the experiments described in this paper. Once the multiple evidence sources for each interaction are separated, we obtain a total of 36557 triples consisting of two entity IDs and one source IDs. These triples can be classified according to the type of the evidence, which can be either a PubMed identifier (26122), a pathway reference (5467) or a rsID (4968).

In our experiments we consider only the interactions which are supported by a PubMed identifier, discarding the pathway-based and rsID-based interactions. These 26122 binary interactions, which are based upon 5062 distinct articles, can be used as a “gold standard” in a text mining task analogous to the protein-protein interaction task defined in the BioCreative text mining competitions [6], [7]. Participants to this task are asked to identify (by automated text processing) protein-protein interactions in a set of PubMed publications specified by the organizers. The organizers initially provide “training data” in the form of articles with known interactions, and in a subsequent phase the participants have to identify such interactions in a set of unseen articles, and deliver them to the organizers in a simple format (the UniProt IDs of the two proteins and the PubMed ID of the article). The organizers then score automatically the results of the participants against a manually identified set of correct interactions.

A. Evaluation Measures

The format of the relationship file provided by PharmGKB lends itself to easy transformation into a format equivalent to that used for the protein-protein interaction task of BioCreative II.5 [7]. Given a text mining tool which can produce a ranked list of gene/drug/disease interactions, it becomes then possible to score these results against the PharmGKB-derived data using a scoring tool provided by the BioCreative organizers.

The BioCreative scorer returns an evaluation of the results according to the standard metrics used in information retrieval (Precision, Recall, F-score) as well as a relatively novel measure called “AUC i/P/R” (area under the curve of the interpolated precision/recall graph).\(^2\) The purpose of the AUC i/P/R measure (henceforth “AUC”, not to be confused with the more frequently used “AUC of the ROC curve” metric) is to provide an indication of the quality of the ranking of the results. The intuitive idea is that, given equivalent P/R/F figures, correct predictions which occur towards the top of the ranked list of results are more useful than results which are lower in the ranking. The implicit assumption is that a curator could use the ranking to decide where to stop looking at the results, therefore a better ranking provides a better user experience. A recently proposed alternative measure of the ranking of the results is the “Threshold Average Precision” (TAP-k) [9], which (in slightly simplified terms) averages precision for the results above a given error threshold. The TAP-k metric is easier to interpret and directly relevant for the end user, who in most cases would not be willing to inspect a long list of results containing many false positives.

B. Text Processing

For our experiments, we automatically download from PubMed the abstracts corresponding to the PubMed IDs mentioned by the PharmGKB relationship file. All experiments described in this paper are based on this collection of abstracts. It would of course be desirable to work on full papers rather than abstracts, however not all these publications are freely downloadable, and most importantly, they are not available in a common format. The lack of a common format hinders the usability of full-text publications, as it makes it more difficult to identify significant zones of the papers (e.g. results sections) or zones that require special processing (e.g. tables).

We apply the OntoGene relation mining system (OG-RM) in order to annotate the input documents, using only the terminology provided by PharmGKB First, in a preprocessing stage, the input text is transformed into a custom XML format, and sentences and tokens boundaries are identified. The OntoGene pipeline also includes a step of term annotation and disambiguation [10], [11]. In order to account for possible surface variants a normalization step is included in the annotation procedure. The pipeline also includes part-of-speech taggers [12], a lemmatizer [13] and a syntactic chunker [14]. The rich annotations generated by the OntoGene pipeline can then be used to generate candidate interactions using a number of different criteria. Each token in the OntoGene annotation framework is assigned a unique identifier. Extracted terms can be related back to their position in text thanks to the unique token identifiers.

C. Relation Extraction

There are different ways in which the entities identified in each abstract can be combined, for example by co-occurrence in the same sentence, or by using a set of syntactic filters as done in our previous work [15], [16]. However, the approach which delivers the maximal recall is to generate all pairwise undirected combinations of ALL entities identified in the abstract. This approach can deliver a recall of slightly more than 60%, which is quite good considering that only abstracts

----
\(^1\)http://www.ncbi.nlm.nih.gov/projects/SNP/
\(^2\)The AUC i/P/R curve is defined in [8], a detailed operative description of AUC i/P/R, as used in the BioCreative evaluations, can be found at http://www.biocreative.org/tasks/biocreative-ii5/biocreative-ii5-evaluation/
are used. However, this approach will massively overgenerate, therefore ranking of the results becomes absolutely necessary.

An initial ranking of the candidate interactions can be generated only on the basis of frequency of occurrence of the respective entities/terms:

\[
score(c_1, c_2) = \frac{f(c_1) + f(c_2)}{f(C)}
\]

where \( f(c_1) \) and \( f(c_2) \) are the number of times the identifiers \( c_1 \) and \( c_2 \) are observed in the abstract, while \( f(C) \) is the total count of all identifiers in the abstract. Once a score is assigned to each candidate pair, it is possible to filter out the most unlikely candidates, either by setting a threshold value for the score, or by selecting only the N-best candidates. Using one of these methods will result in variable values of Precision, Recall and F-score, depending on the exact value of the score threshold, or N parameter.

We know from our own previous experiments [15] that giving a “boost” to the entities contained in the title can produce a measurable improvement of ranking of the results (measured by the AUC or TAP metrics). We have empirically verified that the best value of such a boost is around 10. This is equivalent to count ten times the entities in the title, or in other words to treat the title as if it were repeated ten times.

The approach described above will be referred to as art in the rest of this paper.

The ranking of relation candidates using a simple frequency based confidence score can be further optimized if we apply a supervised machine learning method. This approach will be referred to as art-me in the rest of this paper. First we automatically identify the noisy concepts that our term recognizer generates in order to penalize them. Second, we need to adapt to highly-ranked false positive relations which are generated by our frequency based approach. The goal is to identify some global preference order biases which can be found in the PharmGKB relational database. One technique is to weight individual concepts according to their likeliness to appear as an entity in a gold relation. Another technique is to generally penalize the score of relations between concepts of the same type.

For a precise description of our optimized ranking approach, we need to introduce some notation. In the following, the notation \( t \) refers to a standardized form of a term as it was recognized by our term recognizer. The standardization step currently consists of down-casing and removal of some punctuation characters (hyphens and parentheses) and is mainly motivated by the need to reduce data sparseness problems: for instance, “Fc ( gamma ) - receptor” is standardized to “fc gamma receptor”. Our term recognizer aggressively modifies term names (i.e. removes material from an entry in the ontology or creates on-the-fly acronyms) while matching terms. For instance, the term form ‘neuronal’ may be identified as gene concepts PA134898200, PA134924203, PA134896732 because they have “neuronal protein” as one of their designator. The combination of a term \( t \) and one of its valid concept groundings \( c \) is noted as \( t : c \). When we count the occurrences of a term-concept combination we apply a cap of 6 (in order to reduce data sparseness) to the raw article frequency \( f(t : c) \):

\[
C(t : c) = \begin{cases} 
6 & \text{if } f(t : c) \geq 6 \\
\frac{f(t : c)}{f(t : c)} & \text{otherwise}.
\end{cases}
\]

Next we define a predicate \( \text{gold}(c) \) which is true for an article \( A \) if there exists at least one relation for \( A \) in the PharmGKB gold standard where concept \( c \) appears. Using the notions defined beforehand, we can specify the probability of concept \( c \) taking part in at least one gold relation given the concept \( c \), a term form \( t \), and its combination count \( C(t : c) \):

\[
P(\text{gold}(c) = 1 | c, t, C(t : c))
\]

The relevance score of a concept \( c \) for an article \( A \) is given by:

\[
\text{score}(c) = \sum_{t \in A} C_z(t : c) \times P(\text{gold}(c) = \text{true} | c, t, C(t : c))
\]

The expression \( C_z(t : c) \) designates the zoned occurrence counts of \( t : c \) with a boosting factor for occurrences in the title zone. For the abstracts at hand, a boost factor of 10 was empirically verified as a good setting.

Having determined the individual score of each concept \( c \), we can basically add up this information to score the relation between two concepts in an article:

\[
\text{relscore}(c_1, c_2) = (\text{score}(c_1) + \text{score}(c_2)) \times \text{penalty}(c_1, c_2)
\]

The penalty currently affects only relations between concepts of the same type, which are underrepresented in the PharmGKB:

\[
\text{penalty}(c_1, c_2) = \begin{cases} 
0.1 & \text{if both concepts have the same type} \\
1 & \text{otherwise}.
\end{cases}
\]

We estimate \( P(\text{gold}(c) = 1 | c, t, C(t : c)) \) with the help of a Maximum Entropy (ME) optimization tool (megam [17]) using the output from our term recognizer applied to a training set of PharmGKB abstracts. The training set is a randomly selected 90% subset of the full set of abstracts mentioned in the PharmGKB database. We use \( c, t, C(t : c) \) as a joint feature for the maximum entropy classifier and the value of \( \text{gold}(c) \) as its binomial class. In order to reduce sparse data problems we introduce a smoothing classifier by also adding all features with lower frequencies than \( C(t : c) \).

The Maximum Entropy Classifier computes the probability of each concept by using the weights in its exponential model, which also includes an apriori bias according to the global distribution of class 0 and 1, where class 1 express correct (gold standard) relations.

The maximum entropy classifier assigns to unseen terms (\( t \) - terms not present in the training data) a default probability based on the distribution of the training instances. However,
we can specify better backoff probabilities if we take into account the concept(s) of term \( t \). Our current backoff model works as follows: if the concept \( c \) of an unseen \( t \) is known, the average of all known term-concept combination probabilities is used. All concepts of the evaluation set were known from the training set, therefore this backoff model was sufficient for the data at hand.

For a systematic evaluation using the supervised methods described before, we split the corpus into 90% training data (4540 articles) and 10% test data (505 articles). Because the relation types are distributed unevenly over all documents, we tried to ensure an approximately similar distribution of different relation types in the two data sets.

Table I compares the performance of our two approaches as computed by the BioCreative evaluation tool with increasing cut-off thresholds \( n \). As \( n \) is increased, more noise is allowed to appear. Note that this tool ignores gold standard annotations for documents where no response hits are generated by the evaluated system. The Maximum Entropy ranking (‘art-me’) achieves a substantial improvement in terms of AUC iP/R. Figure 1 visualizes the same findings as performance curves in terms of precision, recall and F-Score. The high impact of recall on AUC iP/R is obvious in these plots. In Figure 2 we report the performance of the same approaches as above but using the TAP-k metric. The adapted ranking using Maximum Entropy optimization leads to a very similar degradation curve of the TAP score with increasing \( k \) threshold, compared to the idealized curve computed by ranking all true positives higher than the false positives. This indicates that our optimized ranking performs well not only on the top scored results. However, most impressing is that we can increase TAP-1 from 0.22 to 0.40 which is an improvement of 182% (compare ‘art’ with ‘art-me’ in Figure 2, solid lines). The high value of TAP-1 indicates that correct relations really do tend to appear on top of the ranking.

As a continuation of this work, we would like to explore the possibility of providing an indicative prediction of the number of interactions to be found in a paper on the basis of the textual content of the paper, possibly taking into account the initial steps of interaction with a curator. Being able to provide such indication before or at the initial stages of the curation process would help the curators to decide at which point in the curation process it is most sensible to stop after having found a given number of correct interactions. This is particularly relevant because documents differ greatly in the number of interactions they describe, ranging from just one to several hundreds in a few documents describing high-throughput experiments. In PharmGKB we have observed that 40% of the documents contain only one relation, however they contribute less than 10% of all relations. Approx. 90% of the documents contain 10 or less relations, however these documents contain less than 50% percents of all relations. So the remaining 10% of documents (which contributes more than 50% to the relations) has a much higher number of relations per document.

### Table I

**Results on the 10% Evaluation Data Set, containing a total of 485 Documents.**

<table>
<thead>
<tr>
<th>Meth.</th>
<th>Docs</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>AUCiP/R</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>art</td>
<td>478</td>
<td>194</td>
<td>284</td>
<td>1570</td>
<td>0.236</td>
<td>1</td>
</tr>
<tr>
<td>art</td>
<td>478</td>
<td>292</td>
<td>660</td>
<td>1472</td>
<td>0.301</td>
<td>2</td>
</tr>
<tr>
<td>art</td>
<td>478</td>
<td>349</td>
<td>1076</td>
<td>1415</td>
<td>0.327</td>
<td>3</td>
</tr>
<tr>
<td>art</td>
<td>478</td>
<td>428</td>
<td>1923</td>
<td>1336</td>
<td>0.348</td>
<td>5</td>
</tr>
<tr>
<td>art</td>
<td>478</td>
<td>542</td>
<td>4061</td>
<td>1222</td>
<td>0.371</td>
<td>10</td>
</tr>
<tr>
<td>art</td>
<td>478</td>
<td>884</td>
<td>63104</td>
<td>880</td>
<td>0.391</td>
<td>all</td>
</tr>
<tr>
<td>art-me</td>
<td>478</td>
<td>283</td>
<td>195</td>
<td>1481</td>
<td>0.345</td>
<td>1</td>
</tr>
<tr>
<td>art-me</td>
<td>478</td>
<td>401</td>
<td>551</td>
<td>1363</td>
<td>0.418</td>
<td>2</td>
</tr>
<tr>
<td>art-me</td>
<td>478</td>
<td>466</td>
<td>959</td>
<td>1298</td>
<td>0.444</td>
<td>3</td>
</tr>
<tr>
<td>art-me</td>
<td>478</td>
<td>561</td>
<td>1790</td>
<td>1203</td>
<td>0.471</td>
<td>5</td>
</tr>
<tr>
<td>art-me</td>
<td>478</td>
<td>672</td>
<td>3931</td>
<td>1092</td>
<td>0.491</td>
<td>10</td>
</tr>
<tr>
<td>art-me</td>
<td>478</td>
<td>884</td>
<td>63104</td>
<td>880</td>
<td>0.507</td>
<td>all</td>
</tr>
</tbody>
</table>

**TABLE I**

**Results on the 10% Evaluation Data Set, Containing a Total of 485 Documents.** The first column gives the approach used. The second column reports the number of documents with at least one response hit. The third to the fifth column give true positives (TP), false positives (FP) and false negatives (FN). The seventh column contains the cut-off value \( n \) used by the BioCreative evaluation tool as a threshold on the number of response hits when computing these results. In rows with \( n = all \) no threshold was applied.
More recently, we have created a version of ODIN which allows inspection of abstracts automatically annotated with PharmGKB entities (the annotation is performed using the Ontogene pipeline). Users can access either preprocessed documents, or enter any PubMed identifier and have the corresponding abstract processed "on the fly". For the documents already in PharmGKB it is also possible to inspect the gold standard and compare the results of the system against the gold standard. The curator can inspect all entities annotated by the system, and easily modify them if needed (removing false positives with a simple click, or adding missed terms if necessary). The modified documents can be sent back for reproprocessing if desired, obtaining therefore modified candidate interactions. The user can also inspect the set of candidate interactions generated by the system, and act upon them just as on entities, i.e. confirm those which are correct, remove those which are incorrect. Candidate interactions are presented ordered according to the score which has been assigned to them by the text mining system, therefore the curator can choose to work with only on a small set of highly ranked candidates, ignoring all the rest (see Figure 3). Recent user experiments using our curation environment which makes use of the ranking proposed by the method described above have shown encouraging results.

IV. CONCLUSIONS

In this paper we have presented a maximum entropy approach towards the reranking of candidate interactions obtained from a simple text mining approach, which can considerably enhance the usability of a curation environment. We have shown how it is possible to use existing tools to provide reliable metrics, including not only the traditional Precision, Recall and F-score but also the increasingly important measures of ranking quality, such as “AUC iP/R” or “TAP-k”.

We have presented our own approach towards the mining of pharmacogenomics relationships and scored it against the PharmGKB dataset. Our experiments show that this task is feasible, and our results might offer a useful baseline for further developments in this area. Finally, we have presented an implementation of our assisted curation environment (ODIN) specifically adapted to the PharmGKB dataset.
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Fig. 3. Example of interaction with the ODIN system. Terms identified by the system are underlined in the abstract. Candidate interactions are shown in the left-hand-side panel. Selecting an interaction automatically highlights the terms in the document which correspond to the entities in the interaction.


