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Using classical molecular dynamics simulations, the 2D infrared (IR) spectroscopy of CN− sol-
vated in D2O is investigated. Depending on the force field parametrizations, most of which are
based on multipolar interactions for the CN− molecule, the frequency-frequency correlation func-
tion and observables computed from it differ. Most notably, models based on multipoles for CN−

and TIP3P for water yield quantitatively correct results when compared with experiments. Further-
more, the recent finding that T1 times are sensitive to the van der Waals ranges on the CN− is con-
firmed in the present study. For the linear IR spectrum, the best model reproduces the full widths at
half maximum almost quantitatively (13.0 cm−1 vs. 14.9 cm−1) if the rotational contribution to the
linewidth is included. Without the rotational contribution, the lines are too narrow by about a factor
of two, which agrees with Raman and IR experiments. The computed and experimental tilt angles (or
nodal slopes) α as a function of the 2D IR waiting time compare favorably with the measured ones
and the frequency fluctuation correlation function is invariably found to contain three time scales:
a sub-ps, 1 ps, and one on the 10-ps time scale. These time scales are discussed in terms of the struc-
tural dynamics of the surrounding solvent and it is found that the longest time scale (≈10 ps) most
likely corresponds to solvent exchange between the first and second solvation shell, in agreement
with interpretations from nuclear magnetic resonance measurements. © 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4815969]

I. INTRODUCTION

The dynamics of small solute molecules in solution pro-
vides detailed information on the coupling between intra- and
intermolecular degrees of freedom. Many experimental meth-
ods have been devised to characterize the interactions be-
tween the solvent and solute. 2D infrared (IR) spectroscopy
is one of these methods, and has been shown to be very sen-
sitive to dynamics on short time scales. This provides the op-
portunity to validate atomistic computational models against
detailed experimental data.

In 2D IR spectroscopy, multiple ultrafast IR laser pulses
are used. From the shape and time evolution of the 2D IR
spectrum, it is possible to investigate processes which are
difficult to study with linear IR experiments, as conven-
tional methods can only provide highly averaged information.
2D IR spectroscopy can simplify complex spectra composed
of many overlapping peaks and thus enhance spectral resolu-
tion by spreading peaks into the second dimension. Although
2D IR spectroscopy cannot provide the structure of molec-
ular systems at atomic resolution, its time resolution on the
subpicosecond scale enables the direct observation of fast dy-
namical processes. For example, 2D IR spectroscopy can be
used for the study of chemical exchange between solvent and

a)Electronic mail: phamm@pci.uzh.ch
b)Electronic mail: m.meuwly@unibas.ch

solute molecules,1, 2 dynamics of extended hydrogen bonding
networks of water,3–21 structure determination of complex bi-
ological molecules,22–24 and rotational isomerization of small
molecules in solution.25

The dynamical behavior of the cyanide ion (CN−) has
been well studied experimentally,26–28 and it was found
that simulations can give energy relaxation times in good
agreement with experiment.29, 30 From 2D IR spectroscopic
measurements, it has been shown that cyanide undergoes
spectral diffusion on ultrafast time scales.28, 31 It has been sug-
gested that the spectral dephasing of the cyanide ion consists
of a rapid inertial process in the homogeneous limit and an
additional slower spectral diffusion process.28 Here, we use
molecular dynamics (MD) simulations, from which the linear
and 2D IR spectroscopic signals can be computed and used to
characterize and understand the properties of aqueous CN−.

Extensive theoretical and computational studies have
been carried out to understand in more detail the dynam-
ical and structural properties that are probed by 2D IR
spectroscopy.32–40 The dynamics of the simulated system may
depend sensitively on the force field used, which in turn will
affect interpretations of the simulations. Our previous study
on the vibrational relaxation of CN− in water revealed that
classical MD simulations can realistically describe relaxation
behavior if the force field used in the simulations is carefully
improved.30 In particular, it was found that by employing mul-
tipolar electrostatics with fine-tuning of the van der Waals

0021-9606/2013/139(5)/054506/12/$30.00 © 2013 AIP Publishing LLC139, 054506-1
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ranges, a quantitatively correct analysis of vibrational relax-
ation can be achieved. Concomitantly, the pathway for energy
relaxation, which is very difficult to study experimentally, can
be determined from these simulations.

By using appropriate approximations, it is possible to
obtain from 2D IR spectroscopic experiments the frequency
fluctuation correlation function (FFCF), C(t) = 〈δω(0)δω(t)〉,
where δω(t) is the instantaneous deviation of the transition
frequency from the mean of the sample of interest. FFCFs
can also be obtained easily from MD simulations and there-
fore play an important role in relating experiment and com-
puter simulations. From the frequency trajectory ω(t), 2D IR
spectra can be computed using various procedures. Two ap-
proaches which are considered in the present work are the use
of the cumulant approximation and a procedure avoiding the
cumulant approximation. The observables computed from the
MD simulations depend on the conformations sampled which,
in turn, are affected by the force field used. Hence, compari-
son with experimental data is mandatory as it provides a sen-
sitive means to validate atomistic force fields. In turn, once
validated, simulations provide the potential to analyze quanti-
ties which are difficult or impossible to observe directly from
experimental measurements.

In this work, we used MD simulations of solvated CN−

with a range of interaction models. Conformations and the
frequencies of the cyanide ion including the solvent environ-
ment were computed from the same interaction model and
then analyzed with established procedures. Comparison with
experimental measurements28 was then used to judge the va-
lidity of the models for the intermolecular interactions. This
is subsequently discussed in view of previous investigations
of the vibrational relaxation of cyanide in water. Finally, ob-
servations related to the underlying solvent dynamics of the
system and to the possible atomistic and structural interpreta-
tions of the time scales observed are discussed.

II. COMPUTATIONAL METHODS

All MD simulations were carried out with the CHARMM

program41 with provisions for multipolar interactions.42

The simulations were carried out with spherical boundary
conditions (SBC) and one cyanide ion solvated inside a water
sphere of radius 19 Å containing 997 heavy water molecules,
with a water density close to 1.11 g/cm3. First, a cyanide ion
was placed in a cubic water box with edge length of 31 Å
containing 997 heavy water molecules. Then, the system was
optimized under a spherical potential, followed by heating to
300 K. The system was equilibrated for 120 ps, first in the
canonical (constant temperature, NV T ) ensemble, then in the
microcanonical (constant energy, NV E), and finally again in
the NV T ensemble. Then, production simulations with SBC
in the NV T ensemble followed. A snapshot of the equili-
brated system is shown in Figure 1. For the simulations in the
NV T ensemble, a Nosé-Hoover thermostat was employed
with a thermal piston mass Q = 50 kcal mol−1 ps2.43, 44

The stretching potential for the cyanide ion is a Morse
potential

V (r) = De{1 − exp[−β(r − re)]}2, (1)

FIG. 1. The simulation system used in the present work. The C and N atoms
of the cyanide ion are displayed as van der Waals spheres. The atoms of
the water molecules whose oxygen atoms are within 4 Å (1st solvation shell)
from the center of the cyanide ion are shown as red spheres and those between
4 and 6 Å (2nd solvation shell) as green spheres. Other water molecules are
depicted as lines.

with parameters De = 237.5 kcal/mol, β = 2.283 Å−1, and
re = 1.172 Å.45 The Lennard-Jones (LJ) parameters for the
cyanide ion were those from the universal force field (UFF):46

ǫC = 0.105 kcal/mol, σ C = 1.9255 Å, ǫN = 0.069 kcal/mol,
and σ N = 1.8300 Å. For ǫ always the original UFF values
were used, whereas for σ both original and scaled values were
considered. In previous work, it was found that scaling σ (=
rmin/2) by +7.5 % almost quantitatively reproduces the exper-
imental vibrational relaxation time of CN− in H2O.30

For the electrostatic interactions of cyanide, a multipo-
lar (MTP), a 3-point charge model, and a conventional point
charge model based on charges from electrostatic potentials
using a grid based method (CHELPG)47 were used. For the
MTP, a distributed multipole analysis (DMA) is employed.48

The multipole moments for CN− are calculated from density
functional theory (DFT) calculations at the B3LYP/aug-cc-
pVQZ level. The GAUSSIAN 03 suite of programs49 was used
to obtain the SCF wavefunctions, from which the charges
q and the components of the dipole �μ and quadrupole �

on the C and N atoms were calculated through the GDMA
program.48 Each multipole moment Q was calculated on a
grid ranging from 0.9 to 1.1 · re with a step size of 0.01 · re,
where re = 1.177 Å is the experimentally determined equi-
librium bond length.50 The values of all nonzero components
up to quadrupole are summarized in Table I.30 To describe
the orientations of the atomic multipole moments with re-
spect to the global Cartesian coordinate system, the reference
axis system is assigned to the molecule, and the interactions
are transformed at each step to the global axis system.51 For
the cyanide anion, the charge distribution is axially symmet-
ric, and only one axis is required. Here, the z-axis is chosen,
which is parallel to the molecular axis (see Table I).

For the 3-point charge model, which is computation-
ally less expensive, we followed the procedures employed
previously.52–54 Here, charges are placed on the carbon and
nitrogen atoms and an extra point charge is placed at the
center of mass of the diatomic molecule in such a way that
the charge, dipole moment, and quadrupole moment com-
puted from the quantum calculations are reproduced. Cubic
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TABLE I. Parameters of CN− for (1) the multipole model and (2) the 3-point charge model. The reference data of CN− were obtained from B3LYP/aug-cc-
pVQZ around the equilibrium bond length. Each multipole component is denoted by Qu, where u represents angular momentum labels (00, 10, 11c, 11s, 20,
21c, 21s, 22c, and 22s). The molecular axis is oriented along the z-axis, and only nonzero components are shown. For the 3-point charge model, charges on the
C and N atoms are fitted to a function of the form q = a0 + a1r + a2r2 + a3r3, where r is the bond distance of CN−. The parameters of the fits are given in the
last 4 columns.

Site Q00 [e] Q10 [ea0] Q20 [ea2
0 ] a0 [e] a1 [eÅ−1] a2 [eÅ−2] a3 [eÅ−3]

C −0.447 0.973 0.318 −21.2 39.2 −26.4 6.2
N −0.553 − 0.698 0.963 −21.5 40.9 −28.2 6.8

functions, q = a0 + a1r + a2r2 + a3r3, were fitted to the
charges on the C and N atoms, where q is the charge, r is the
bond distance of CN−, and a0 to a3 are fitting parameters, re-
ported in Table I. The same quantum calculations as for the
DMA parameters described above were used as the reference
data to which the 3-point charge model was fitted.

The electrostatic potential around the cyanide ion com-
puted using the parameters of the 3-point charge model is
compared with the potentials computed from the MTP pa-
rameters and from the SCF density of the DFT calculation in
Figure 2. The potentials from various methods are quite simi-
lar outside ≈2.5 Å from the CN−, but they differ close to the
ion. The dipole and quadrupole moments of CN− computed
from the parameters of the 3-point charge model are 0.240
ea0 and −3.65 ea2

0 , compared to 0.241 ea0 and −3.66 ea2
0

from MTP. To the best of our knowledge, no molecular gas-
phase dipole and quadrupole moments have been reported so
far.

For water, two different models are employed. One is a
standard TIP3P potential56 with or without SHAKE.57, 58 In
addition, a flexible water model based on the parametriza-
tion by Kumagai, Kawamura, and Yokokawa55 (KKY) is used
with different charge models (vide infra). The time step in all
simulations was 	t = 0.4 fs to account for the flexible O–H
bonds in the KKY potential. The functional form of the KKY
potential for the stretching and bending energies is

Estr = D{1 − exp[−β(r − r0)]}2 (2)

and

Ebend = 2fk

√

k1k2 sin2(θ − θ0), (3)

FIG. 2. Electrostatic potential obtained from the SCF density of the DFT
calculation (blue), MTP parameters (red), and 3-point charge model parame-
ters (green). The geometric center of CN− is at the origin and the atoms are
placed at zero radial coordinate. The C atom is along the negative axis and
the N atom is along the positive axis.

where ki = 1/{exp [gr(ri − rm)] + 1}, in which ri is the dis-
tance of one O–H bond of the water molecule and gr and rm

are parameters. All the KKY parameters used in the present
work are summarized in Table II.30 With KKY, electrostatic
interactions are either TIP3P charges or multipole moments
previously determined,59 which are independent of the geom-
etry of the water molecule. For the Lennard-Jones parameters
σ and ǫ, those of the TIP3P model were used in all simula-
tions. Because different force fields are used for both CN−

and H2O, they can be combined in various ways which are all
summarized in Table III. As explained further below, simula-
tions with model M5 (M4 with modified van der Waals radii
on the CN− ion) were carried out in addition.

A. 2D IR spectra

Snapshots containing the coordinates of the cyanide an-
ion and water molecules within 5.0 Å from the cyanide have
been recorded every 10 steps (4 fs). Next, CN− stretch fre-
quencies were determined from V (r) which was evaluated at
the equilibrium bond length re = 1.172 Å and 6 additional
points, including the classical turning points of the v = 0, 1,
and 2 vibrational states, ranging from rCN = 1.069 to 1.303 Å.
This range of bond distance was selected as the vibrational
transitions involved in the 2D IR spectra in this work are
0 → 1, and 1 → 2. The bond distance was changed so as to
preserve the center of mass of the diatomic molecule. The en-
ergies were then fitted to a Morse potential. While the Morse
potential has the same functional form as Eq. (1), the shape
of the potential is perturbed due to the water molecules sur-
rounding and interacting with the cyanide ion. The stationary
states of the time-independent Schrödinger equation with the
Morse potential can be evaluated analytically as

En = hν0(n + 1/2) − [hν0(n + 1/2)]2

4De
, (4)

where ν0 = (β/2π )
√

2De/m and m is the reduced mass of
the cyanide ion. The frequency ω for the (v = 0) → (v = 1)

TABLE II. Parameters for water potential reported in the work of Kumagai
et al.55 and used in this work. Atomic units are used for D, β, r0, fk, rm, and
gr. θ0 is given in degrees.

D [Eh] β [a−1
0 ] r0 [a0] fk [Eh] θ0 [deg] rm [a0] gr [a−1

0 ]

KKY 0.120 1.45 1.55 2.5 × 106 99.5 2.65 3.7
This work 0.120 1.44 1.81 0.0388 99.5 2.65 3.7
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TABLE III. Water and cyanide models used in this study. The combination
of them are called models 0 through 6. Vbond represents bonded interactions
and Ves electrostatic interactions. q is electric charges, μ dipole moments,
and � quadrupole moments. rmin = rUFF is used for CN− in the case of M5,
whereas rmin = 1.075rUFF is used for all other models. “SHAKE” refers to
simulations in which SHAKE is applied to all water molecules, as is typically
done in biomolecular simulations. All models were run for 20 ns.

Model SHAKE V water
bond V water

es V CN−
bond V CN−

es

M0 No KKY qTIP3P Morse q, μ, �

M1 No KKY q, μ, � Morse q, μ, �

M2 No TIP3P qTIP3P Morse q3−point

M3 No TIP3P qTIP3P Morse q, μ, �

M4 Yes TIP3P qTIP3P Morse q, μ, �

M5 Yes TIP3P qTIP3P Morse q, μ, �

M6 Yes TIP3P qTIP3P Harmonic qCHELPG

vibrational transition is

ω = E1 − E0

¯
= ω0 − ¯ω2

0

2De
, (5)

where ω0 = 2πν0.

B. Cumulant approximation

From the frequency trajectory ω(t), the frequency fluctu-
ation δω(t) = ω(t) − 〈ω(t)〉 is obtained, where 〈ω(t)〉 is the
ensemble average, and the FFCF 〈δω(0)δω(t)〉 is computed.
The FFCF can be used to determine the line shape function
within the cumulant approximation60

g(t) =
∫ t

0
dτ ′

∫ τ ′

0
dτ ′′〈δω(τ ′′)δω(0)〉, (6)

from which the linear response function is obtained as60

Rlinear ∝ |�μ01|2〈�u(0) · �u(t)〉e−iω01te−g(t), (7)

where �μ01 is the transition dipole moment. Here, the rota-
tional part 〈�u(0) · �u(t)〉, where �u is the unit vector along the
C–N bond, is explicitly included because for CN− this contri-
bution has been found to be essential.26 Under circumstances
when the rotational part does not contribute significantly to

the line shape, 〈�u(0) · �u(t)〉 = 1 is usually used. This point
will be discussed further below. From the line shape func-
tions, one also obtains the rephasing and non-rephasing third-
order response functions,60

R1,2,3 ∝ 2μ4
01(e−iω01(t3−t1) − e−i((ω01−	)t3−ω01t1))

· e−g(t1)+g(t2)−g(t3)−g(t1+t2)−g(t2+t3)+g(t1+t2+t3),
(8)

R4,5,6 ∝ 2μ4
01(e−iω01(t3+t1) − e−i((ω01−	)t3+ω01t1))

· e−g(t1)−g(t2)−g(t3)+g(t1+t2)+g(t2+t3)−g(t1+t2+t3),

where t1, t2, and t3 are delay times and 	 ≡ ω01 − ω12 is
the anharmonic shift. Orientational effects are neglected in
the third-order response functions given above. In the present
work, 	 = 21.4 cm−1 computed from the Morse potential
parameters was used for 13C15N−, which agrees with the ex-
perimental value, 	 = 22 cm−1, obtained for 13C15N−.28

To compute the line shape function g(t), the FFCF can be
integrated numerically. Alternatively, the FFCF can be fitted
to a parametrized form and g(t) can be found by analytic inte-
gration. Two different functional forms have been fitted to the
FFCF

〈δω(0)δω(t)〉 = a1 cos(γ t)e−t/τ1 + a2e
−t/τ2 + a3e

−t/τ3 (9)

and

〈δω(0)δω(t)〉 = a1 cos(γ t)e−t/τ1 + a2e
−t/τ2 , (10)

where a1, a2, a3, τ 1, τ 2, τ 3, and γ are parameters.60, 61

If the functional form of the FFCF given in Eq. (9) or
(10) is used in the line shape function (Eq. (6)), the integration
can be carried out in closed form.60 However, the functional
form of Eqs. (9) and (10) is unknown and a fit to it is highly
nonlinear.

C. Non-cumulant treatment

If the cumulant approximation is avoided, the linear and
2D IR spectra can be calculated from the instantaneous fre-
quencies and dipole moments according to Ref. 62

Rlinear ∝ 〈μ01(0)μ01(t)e−i
∫ t

0 ω01(τ )dτ 〉, (11)

R1,2 ∝ 〈μ01(0)μ01(t1)μ01(t1 + t2)μ01(t1 + t2 + t3)ei
∫ t1

0 ω01(τ )dτ e
−i

∫ t1+t2+t3
t1+t2

ω01(τ )dτ 〉,

R3 ∝ 〈μ01(0)μ01(t1)μ12(t1 + t2)μ12(t1 + t2 + t3)ei
∫ t1

0 ω01(τ )dτ e
−i

∫ t1+t2+t3
t1+t2

ω12(τ )dτ 〉,

R4,5 ∝ 〈μ01(0)μ01(t1)μ01(t1 + t2)μ01(t1 + t2 + t3)e−i
∫ t1

0 ω01(τ )dτ e
−i

∫ t1+t2+t3
t1+t2

ω01(τ )dτ 〉,

R6 ∝ 〈μ01(0)μ01(t1)μ12(t1 + t2)μ12(t1 + t2 + t3)e−i
∫ t1

0 ω01(τ )dτ e
−i

∫ t1+t2+t3
t1+t2

ω12(τ )dτ 〉,

(12)

where the angular brackets denote an average over configura-
tions in the MD simulation. The transition dipole is treated as
independent of frequency (the Condon approximation); this
is justified by extensive quantum calculations that show no

correlation between the transition dipole and frequency. In
addition, the harmonic relation μ12 =

√
2μ01 is used. Polar-

ization effects are treated via spherical averaging.63 An ad-
ditional difference between Eqs. (11), (12) and Eqs. (7), (8)
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is that the latter assume that the orientational and frequency
correlation functions are separable whereas the former do not
assume this.

Once the response functions R1,. . . ,6 are known, the asso-
ciated frequency-domain spectra are calculated via a double
Fourier transform over t1 and t3. The 2D IR spectra in the
frequency domain have been determined by Fourier transfor-
mation of the response function60

Sr/nr(ω1, t2, ω3) =
∫ ∞

0

∫ ∞

0
Rr/nr(t1, t2, t3)eiω1t1eiω3t3 dt1 dt3

(13)
After inverting the sign of ω1 of the rephasing part, the
real part of the sum of both rephasing (r) and non-rephasing
(nr) spectra was taken to obtain the purely absorptive 2D IR
spectra,

Sabs(ω1, t2, ω3) = ℜ (Sr(−ω1, t2, ω3) + Snr(ω1, t2, ω3)) .

(14)
Using this method, spectra were obtained for waiting times t2
ranging from 0 to 10 ps.

The tilt angle (or nodal slope) is an important experi-
mental quantity which reports on the FFCF and hence pro-
vides a direct link to the MD simulations.64 Within several
approximations and for sufficiently long t2, detailed analysis
has shown the tilt angle to be related linearly to the FFCF,65

while the tilt angle strongly underestimates the fast inertial
component of the FFCF on timescales � 100 fs. Here, the tilt
angle of the nodal line between the 0–1 and the 1–2 peak was
calculated from the 2D spectra. For each grid point along the
ω1 axis of the 2D spectrum, the position in the ω3 axis that
gives zero intensity (which corresponds to the point between
the negative and positive peaks) is determined by linear re-
gression of 4 points around the zero-intensity point. Next, a
line connecting the zero-intensity points was determined by
another regression, and the tilt angle was computed from the
slope of the line.28

III. RESULTS

The main purpose of the present work is to establish a
relationship between the force fields and their ability to cap-
ture the spectroscopy and dynamics of the solute. In particu-
lar, it will be of interest to determine whether the previously
found improvements to the vibrational relaxation dynamics
by (a) employing multipolar interactions and (b) somewhat
modifying the van der Waals ranges also help to discriminate
between more or less meaningful models for linear and 2D IR
spectra. In order to limit the number of models to be pursued,
we restrict the discussion to those that are found particularly
realistic and interesting early on.

A. Linear spectra

From g(t) computed by Eq. (6), the linear spectrum
can be evaluated by Fourier transforming the expression
〈�u(0) · �u(t)〉e−g(t) (see Eq. (7)). Corresponding line shapes
from numerically computed g(t) with center bands (ω01 in
Eq. (7)) shifted to zero are shown in Figure 3. The full
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FIG. 3. 1D IR spectra for various models computed with cumulant approx-
imation (label CA, upper panel) or without cumulant approximation (label
NCA, lower panel). Rotational contribution of CN− has been incorporated in
the spectra for CA and NCA. M0 is shown in black, M2 in green, M4 in red,
and M6 in magenta. FWHMs (in cm−1) are 8.5 (M0), 9.0 (M1), 12.8 (M2),
8.6 (M4), 7.4 (M5), and 6.8 (M6) for CA and 9.2 (M0), 9.4 (M1), 13.3 (M2),
9.2 (M4), 7.4 (M5), and 7.1 (M6) for NCA. The experimental FWHM27 is
shown as a gray bar at height 0.5 and the gray solid line represents the exper-
imental spectrum with water background removed.

widths at half maximum (FWHM) range from 6.8 to 12.8
cm−1 for the various models, when 1D spectra are gener-
ated by using the cumulant approximation and orientational
effects are included. The FWHMs computed without using
the cumulant approximation (Eq. (11)) range from 7.1 to
13.3 cm−1. Experimentally, the widths of the IR, isotropic,
and anisotropic Raman spectra of 12C14N− in H2O are 18,
8, and 19 cm−1, respectively.26 The IR line width reduces
from 18 to 14.9 cm−1 for 13C15N− in D2O,27 which was the
isotope used in the present work for direct comparison with
the experimental 2D IR spectra.28 Other measurements of
the Raman spectra of 12C14N− yielded a FWHM of 7.5–11.6
cm−1, depending on the concentration,66 while previous sim-
ulations with 12C14N− obtained a FWHM of 9 cm−1 for the
isotropic Raman line shape. However, it should be noted that
the width and peak height of the spectrum were controlled and
that the spectral features could have been affected by filtering
techniques.29

The most realistic 1D line shape from analysis with-
out invoking the cumulant approximation62, 67 is found for
model 2 (M2), which yields a FWHM of 13 cm−1, in
quite good agreement with the experimental value of 14.9
cm−1.27 All other models give lines that are narrower. For this
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reason, the 2D spectra are discussed in more detail for model
M2, together with M0 and M4. M0 is of interest as it was
found to reliably capture the vibrational relaxation of CN−,
while M4 is the situation typically encountered in simula-
tions where the water model is not flexible. The experimen-
tal spectrum, taken from the work of Hamm et al.,27 is also
displayed after subtraction of the D2O background. It should
be noted that background subtraction can be problematic,
which makes straight inversion of the line shape function
to yield the correlation function typically unreliable.68 All
simulations and analyses were also repeated for the other
models and their results are reported in the text without de-
tailed discussion. It is of interest to mention that with a
conventional 2-point charge model (M6), i.e., a “conven-
tional force field” for CN−, the width of the linear spec-
trum is 6.8 cm−1 from using the cumulant approximation,
which slightly increases to 7.1 cm−1 when avoiding this
approximation.

The present analysis also allows us to verify that includ-
ing the rotational part in Eq. (7) is indeed essential for the
spectroscopy of CN−. Typically (e.g., for pure water), the
FWHM is dominated by the vibrational contribution, and the
rotational part 〈�u(0) · �u(t)〉 can be replaced by a constant μ2

01
which yields Rlinear ∝ μ2

01e
−iω01te−g(t). The FWHMs from

such an analysis are 4.7 (M0), 3.7 (M1), 8.1 (M2), 4.3 (M4),
5.9 (M5), and 2.4 (M6). This is approximately a factor of 2
smaller than with the full analysis. Hence, the present simula-
tions confirm that the rotational contribution is essential and
also provides a correct quantitative description of this effect.

Alternatively, the analysis without the cumu-
lant approximation can be carried out by evaluating
Rlinear ∝ 〈e−i

∫ t

0 ω01(τ )dτ 〉 in Eq. (11). The FWHMs obtained
from this are 4.2 (M0), 3.4 (M1), 7.7 (M2), 3.9 (M4), 5.1
(M5), and 2.5 (M6). Hence, we find again that the rotational
contribution is essential and approximately doubles the
linewidths.

Finally, the frequencies of 13C15N− in the gas phase and
in D2O have been obtained from the 1D IR spectra computed
from the Fourier transform of the dipole moment autocorre-
lation function. For the trajectories generated with M0, the
gas-phase absorption peak occurs at 1885 cm−1 (FWHM of
0.65 cm−1), whereas it is centered around 1921 cm−1 with a
FWHM of 9.7 cm−1 in D2O. This corresponds to a blue shift
of 36 cm−1 for the spectrum in solution relative to that in the
gas phase. Experimentally, the gas phase stretching frequency
of 12C14N− has been estimated to be at 2035 ± 40 cm−1

from photoelectron spectroscopy.50 Accounting for the iso-
topic substitution, this corresponds to 1960 cm−1 for 13C15N−

and leads to a blue shift of ≈44 cm−1 for solvated 13C15N−

which was observed at 2004 cm−1.27 Given the considerable
error bar in the gas phase value, the present simulations cor-
rectly reproduce the observed blue shift. For models M2 and
M4, the gas-phase peak remains the same whereas that in so-
lution is centered around 1944 and 1919, respectively. Hence,
the multipolar models M0 and M4 give a blue shift of 35 cm−1

(Exp: ≈44 cm−1) in somewhat better agreement with exper-
iment than the 3-point charge model M2 for which the blue
shift is 59 cm−1. However, both values are still within the ex-
perimental error bars.
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FIG. 4. The FFCFs from 0 to 1.5 ps obtained from the simulations of
13C15N− in D2O with M0 (black), M2 (green), M4 (red), and M5 (blue).
All frequencies were computed with water molecules within 5 Å from CN−.
The inset shows FFCFs in the range of 0–5 ps on a logarithmic scale.

B. 2D spectra and tilt angles

In the following, FFCFs are discussed and the 2D spectra
and the tilt angles determined from them are compared for
models M0, M2, and M4 and with experiment. The FFCFs are
reported in Figure 4. Three time scales can be distinguished
in the FFCFs and are discussed further below.

As noted before, it is possible to fit the FFCF to em-
pirical expressions (Eqs. (9) and (10)) from which the line
shape function and the 2D IR spectrum can then be obtained
analytically.60 A comparison of the raw data with fits includ-
ing two or three decay times is reported in Figure 5. The corre-
sponding fitting parameters are summarized in Table IV. For
models M0 and M4, the two short time scales were invariably
sub-picosecond, with τ 1 ≈ 0.04 and τ 2 ranging from 0.8 to
1.0 ps. The third time scale τ 3 ranges from 9 to 21 ps. For
M2, time constant τ 1 is similar to those from models M0 and
M4, but somewhat shorter for τ 2 and very different for τ 3.
For fits with more than three decay times, no new time scales
seem to appear. As discussed further below, the value of τ 3

may be related to the timescale of the water dynamics around
the ion.26

TABLE IV. Parameters obtained from fitting the FFCF. Equation (10) was
fitted to FFCF data in the range of 0–20 ps for Fit 1 and Eq. (9) was used
for Fit 2. For the calculation of CN− frequencies for FFCFs, water molecules
within 5 Å from CN− have been included.

M0 M2 M4

Fit 1 Fit 2 Fit 1 Fit 2 Fit 1 Fit 2

a1 10.20 10.18 9.956 9.549 10.05 10.03
a2 0.363 0.362 1.503 1.532 0.316 0.319
a3 . . . 0.014 . . . 0.287 . . . 0.015
τ 1 0.039 0.039 0.054 0.056 0.039 0.039
τ 2 0.989 0.866 0.421 0.239 0.960 0.798
τ 3 . . . 9.151 . . . 1.489 . . . 20.99
γ 40.78 40.82 32.91 33.56 39.69 39.75
χ2 3.941 3.840 4.371 1.984 4.312 3.993
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FIG. 5. Fitting of Eq. (9) or (10) to the FFCFs obtained from the trajectories
of 13C15N− in D2O with models 0 (upper panel) and 4 (lower panel). Log-
arithmic scale is used for the vertical axis. Raw FFCFs are shown in solid
lines, fitting with Eq. (9) in dashed lines, and fitting with Eq. (10) in dotted
lines. In the inset of the lower panel, FFCFs obtained from the frequency
calculation of CN− with water molecules within 3 Å (violet), 5 Å (red), and
∞ (green) from CN− are compared.

Experimentally, two time scales for the decay of the
FFCF were reported: τ 1 = 0.2 ps, τ 2 = 2.9 ps.28 These re-
sults compare with reported correlation times τ 1 = 0.043 ps
and τ 2 = 0.3 ps (estimated) from previous simulations.29

Experimentally, decay times on the several 10 fs time scale
(i.e., the shortest τ from the simulations) cannot be deter-
mined with confidence. Hence, decay times of 1–10 ps, corre-
sponding to the computed τ 2 and τ 3, are within the measured
decay time. However, we note that the fitted decay times to the
experimental data do not faithfully reproduce the experimen-
tally measured tilt angle α(t2) at longer times (t2 ≥ 5 ps).28

The present computations agree with previous simulations on
the existence of two sub-picosecond time scales and strongly
suggest that a considerably longer relaxation time, on the 10
ps time scale, is present.

2D IR spectra of 13C15N− in D2O have been determined
from the simulations performed with the various interaction
models. Analyses with and without invoking the cumulant ap-
proximation were carried out. As a test, 2D IR spectra within
the cumulant approximation were also determined by using
the line shape function obtained from the analytic integration
of the fitted FFCF. The force fields used in M0 simulations
(see Tables I–III) can be considered physically motivated as
they quantitatively describe the vibrational relaxation of CN−

in H2O and D2O.30 In addition to multipolar electrostatics,

it was also necessary to scale the LJ range parameter of the
C and N atoms by 7.5% (rmin = 1.075rUFF), as is further dis-
cussed below. Without such scaling, the vibrational relaxation
times would be too short, whereas their ratio in the two sol-
vents are correctly described. The 2D IR spectra for M0 with
and without the cumulant approximation at waiting times t2 =
100 fs, 1 ps, and 10 ps are shown in Figure 6. The 2D spectra
displayed in Figure 6 are generally in good agreement with
the experimental results,28 which may be related to the fact
that MD simulations with M0 quite realistically reproduce the
1D IR line shape. The 2D spectra from M4 look similar to
those from M0, and thus they are not shown.

As mentioned above, the tilt angle α(t2) can be used to
directly relate the experimental spectra with the MD simula-
tions. From the data in Figure 6, α as a function of evolu-
tion time t2 has been determined (see Sec. II). The left panel
of Figure 7 reports tilt angles computed from the line shape
functions obtained by the numerical integration of the FFCFs
for various models. In the inset of the left panel, we compare
the difference between the tilt angles from the numerical line
shape function mentioned above (solid circle) and from the
analytical line shape function obtained from fitting of Eq. (9)
to FFCFs (open circle) for M0. As can be seen, the difference
in the tilt angles computed from the numerical and analytical
line shape functions is small. In the right panel, the tilt an-
gles computed without using the cumulant approximation are
shown. The inset of the right panel compares the difference
between the tilt angles computed with (solid circle) and with-
out (open circle) using the cumulant approximation for M0.
As can be seen, the general trend is comparable, but the tilt
angles without using the cumulant approximation give better
agreement with experiment, possibly due to the neglect of the
effect of rotation in the case of the cumulant approximation.
α(t2) decays virtually to zero on the 10 ps time scale for sev-
eral computed spectra – in particular when using the cumu-
lant approximation – whereas the experimentally determined
α(t2) has still a finite value at t2 = 10 ps. This is better cap-
tured from analyzing the trajectories without using the cumu-
lant approximation. Simulations with a conventional point-
charge model (M6) do not capture the tilt angle particularly
well and α(t2) decays much too rapidly as a function of t2.
On the contrary, the MTP or 3-point charge models for CN−

give a very realistic description for α(t2). The oscillations in
α(t2), specifically for small tilt angles, can be related to the
way how the tilt angle was determined from the 2D spectra
(see Sec. II). This was verified by repeating the analysis with
a varying number of points ranging from 3 to 7 from which
the center line slope was determined. Typically, the tilt angle
varied within 2◦ for the different analyses.

In our previous work on the vibrational energy relaxation
of cyanide in water,30 the flexibility of water played an im-
portant role in intermolecular energy transfer, as the bend-
ing mode of water accepted vibrational energy. The effect
of water flexibility can be illustrated by comparing results
from models M3 (without SHAKE) and M4 (with SHAKE).
It is found that the FFCF of M3 differs slightly from that of
M4, causing a small difference in the decay of α(t2). With
M4, α(t2) decays slightly more slowly than with M3. Thus,
SHAKE indeed has an effect on the results, albeit a small one.
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FIG. 6. The 2D IR spectra of 13C15N− in D2O using model M0 computed using the cumulant approximation with numerically integrated g(t) (1st row) and
avoiding the cumulant approximation (2nd row). Waiting times are 100 fs (1st column), 1 ps (2nd column), and 10 ps (3rd column).

In addition to simulations with rigid water molecules, we car-
ried out simulations with M4 for a rigid CN−, where the C–N
and O–H bond lengths were constrained to their equilibrium
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FIG. 7. Comparison of tilt angles as a function of mixing time t2. Left panel
shows α(t2) determined using the cumulant approximation with the line shape
functions g(t) obtained from FFCFs by numerical integration (solid lines).
The inset compares the tilt angles from the numerical (solid circle) and the
analytical line shape functions obtained from fitting of Eq. (9) to the FFCF
(open circle) for M0. Black curve is from M0, cyan from M1, green from
M2, red from M4, and blue from M5. Right panel shows α(t2) determined by
avoiding the cumulant approximation and the inset compares the tilt angles
computed with (solid circle) and without (open circle) using the cumulant
approximation for M0. The color scheme for M0, M2, M4, and M5 is the
same as the left panel and M6 is shown in magenta. For comparison, tilt
angles from experiment28 are shown in gray in both panels.

values using SHAKE. The FFCF thus obtained very closely
matches that from simulations with a flexible CN−.

The influence of modifying the van der Waals ranges of
the C and N atoms on the 2D IR spectra and on α(t2) was also
assessed. In previous work,30 it was found that the relative vi-
brational relaxation times for CN− in H2O versus D2O could
be correctly captured with accurate multipolar electrostatics.
However, to obtain quantitative agreement with experiment,
the van der Waals ranges needed to be slightly increased by
≈7.5% in order to reproduce the experimentally determined
relaxation times. While rmin = 1.075rUFF was used in most
of the simulations in the present work, one trajectory was
run with rmin = rUFF – i.e., model M5 – for comparison (see
Sec. II). The FFCF obtained from simulations with M5 (blue
line in Figure 4) decays more slowly compared to that with
M4. This also affects the line shapes of the 2D IR spec-
tra and the behavior of α(t2). In particular, it is found that
slight changes to the van der Waals ranges have more promi-
nent effects than changes in the simulation conditions such as
SHAKEing the water solvent or the CN− bond length. Com-
parison with the linear and 2D IR experiments suggests that a
multipolar model, such as M0 or M4, with rmin = 1.075rUFF

is preferable over M5 with rmin = rUFF. However, the effects
are less prominent than for vibrational energy relaxation.

Finally, we also comment on the computation of the
stretching frequency ω of the oscillator for a given solvent
conformation. In the present work, ω has been determined
from an instantaneous potential energy curve for which the
surrounding water molecules were frozen and only the CN−

distance was allowed to vary along the bond. For distances
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FIG. 8. (a) The distribution of water molecules around CN− computed from
the simulations with M0. The geometric center of CN− is at the origin, and
the probability of finding water oxygen atoms at certain axial and radial dis-
tances from CN− is displayed in red contour. The maximum around R ≈ 3 Å
is labeled as “R3” and the maximum around R ≈ 4 Å as “R4.” The probability
of hydrogen atoms is displayed in green. The van der Waals radii of carbon
and nitrogen atoms are shown in black semicircles. (b) The distance of the
first radial minimum from the origin as a function of the angle with respect
to the axial coordinate, computed from the distribution of water molecules
around CN−. The result from M0 is shown in black and that from M4 in red.

shorter than the instantaneous CN− bond length, there should
be no artifacts. However, when the CN− bond is stretched,
the van der Waals spheres of the C and N atoms start to over-
lap with those of the surrounding water molecules and may
overestimate the repulsion.

C. Solvent dynamics

Once a particular simulation environment (force field,
dynamics, analysis) has been validated in view of experi-
mental data, the essential benefit of MD simulations is the
availability of the conformations that lead to the observed
properties. These conformations are not readily available
from experiment and allow the investigation of additional
atomistic aspects (and details) of the system. In the following,
we also attempt to correlate the frequency response of CN−

with the structural dynamics in the surrounding solvent shell.
From the configurations sampled, the solvent density around
the ion can be determined (see Figure 8). It is found that the
distribution functions differ only slightly between M0 and M4
(Figure 8(b)). A first solvation ring, consisting of two pro-
nounced D2O-density maxima, is found at distances
2.8–3.6 Å from the center of the CN− ion. The maxima are
slightly asymmetric, which reflects the non-symmetric charge
distribution around the ion. A second, more diffuse solvent

ring appears at distances around 4–6 Å away from the center
of the ion.

These geometrical parameters are further used to ana-
lyze the solvent exchange dynamics near the ion. To this end,
residence times of D2O molecules surrounding the ion were
determined. The analysis for M0 or M4 finds an average of
9 D2O molecules in the inner shell (R ≤ 4 Å). To compute
the residence time, the number of consecutive steps where the
O atom of D2O is within 4 Å from the center of the cyanide
ion has been counted for each water molecule from the trajec-
tory. In many cases, the water oxygen atom escapes slightly
from the inner shell (R ≤ 4 Å) and then re-enters the shell.
Therefore, once an oxygen atom enters within 4 Å of CN−, it
is considered to be in the solvation shell as long as the oxy-
gen atom is within Rcut from CN−, where Rcut is somewhat
larger than the shell radius. Rcut values of 5.5, 6.0, and 6.5 Å
have been tested. Depending on the cutoff distance Rcut, the
residence times change somewhat. For Rcut = 5.5 Å, the res-
idence times are 6.1 and 5.5 ps for M0 and M4, respectively.
They change to 9.0 and 8.0 ps for Rcut = 6.0 Å and to 12.4
and 10.8 ps for Rcut = 6.5 Å. Inspection of Figure 8(a) sug-
gests that an adequate value is Rcut ≈ 6 Å for which residence
times are typically 10 ps. This time scale is considered repre-
sentative for outer-shell solvent exchange.

Similar analyses were carried out for distances of the
water oxygen atom from the center of CN− in the range of
R ≤ 3.5 Å, together with Rcut = 4 Å. This yielded residence
times of about 2 ps and corresponds to inner-shell solvent ex-
change. Comparison with the decay times of the FFCF sug-
gests that the long time decay (τ 3 ≈ 9 ps) could be asso-
ciated with outer-shell water exchange whereas the shorter
time scales (τ 2 ≈ 1 ps) could be potentially related to inner-
shell solvent exchange. It is interesting to note that the inter-
pretation of nuclear mangetic resonance (NMR) experiments
found a water-residence time of at least 8 ps in the solvation
sphere and the reported duration for the ion-water interaction
is 1 ps.26 From the above analysis, we associate the ≈10 ps
time scale with water exchange between regions R < 4 Å and
R > 6 Å.

Additional insight into the solvent dynamics can be ob-
tained from considering solvent-shell occupation fluctuation
correlation functions. They are constructed from counting the
number n(t) of D- and O-atoms, respectively, of the D2O sol-
vent surrounding the CN− up to a maximal distance of 3 and
4 Å, respectively. From this, Cn(t) = 〈δn(0)δn(t)〉/〈[δn(0)]2〉
is constructed, where δn(t) = n(t) − 〈n〉 and 〈n〉 is the av-
erage occupation number over the entire trajectory. The re-
sults from the simulations with M0 and M4 are reported in
Figure 9. Cn(t) decays on a sub-picosecond time scale. This
is consistent with findings for azide, where such correlation
functions were also determined.69 It is also of interest to de-
termine the decay of the correlation function constructed from
δH(t), which is shown in the inset of Figure 9. The character-
istic function H(t) for a water molecule is defined as 1 if the
distance R between the water oxygen atom and the center of
CN− is less than 4 Å and H(t) = 0 if R > 4 Å. This is similar
to the characteristic function used in the context of hydrogen-
bonding by Lawrence and Skinner.70 The correlation function
CH(t) = 〈δH(0)δH(t)〉/〈[δH(0)]2〉 is obtained by considering
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FIG. 9. The occupation fluctuation correlation function Cn(t) of δn(t) as a
function of time. The solid lines are from M0 and the dotted lines from M4
for oxygen (green) and deuterium (blue) atoms with cutoff radius of 4 Å. The
inset shows the occupation correlation function CH(t) of δH(t) as a function
of time for M4.

all water molecules for which H(t) = 1 at least once dur-
ing the simulations, while those water molecules for which
H(t) = 0 all the time during the entire simulations are not
taken into account. CH(t) reports on the physical presence or
absence of solvent molecules within a given range of the ion
rather than the fluctuation and has characteristic time scales of
several picoseconds. It thus corresponds to the physical diffu-
sion time scale of solvent molecules in and out of particular
solvent shells.

An additional point that can be discussed from the
present simulations is the rotational contribution to the 1D
line shape.26 Several models for the solvent surrounding a
solute have been put forward and discussed, ranging from
“gas-like” (e.g., Gordon’s M and J model71) to “solid-like”
(Ivanov’s jump model72). Gordon’s model considers rota-
tional reorientation as a sequence of collisions between sol-
vent and solute, whereas in the jump model a reorientation is
the consequence of an instantaneous repositioning between
two definite positions. In the limit of negligible collision
time for the Gordon model and for the jump angle to ap-
proach zero, both models correspond to the Debye model
for which the correlation times of G1 = 〈�u(0) · �u(t)〉 and
G2 = 1

2 〈3(�u(0) · �u(t))2 − 1〉 differ by a factor of 3. Such an
analysis was carried out from the present trajectories. The
rotational correlation times, defined as τnR =

∫ ∞
0 Gn(t)dt ,

range from τ 1R = 1.71 to 2.84 ps whereas τ 2R = 0.93 to 1.19
ps for M0, M2, and M4. Thus, we find that the correlation
times differ by a factor of ≈2 rather than 3 as is characteristic
for the Debye model.

Conversely, we also followed the reorientation dynamics
of the CN− directly by considering the orientation of the C–N
unit vector �u(t). The relative angular change was followed as
a function of simulation time by observing �u(0) · �u(t). A typ-
ical portion of such a dynamics is shown in Figure 10 as well
and demonstrates that �u(t) reorients on a time scale of sev-
eral picoseconds in abrupt changes. The angular jumps can
occur through different angles ranging from ≈50 ◦ to 100 ◦.
However, entire revolutions by 180◦ can also occur occasion-
ally. The microscopic dynamics supports a picture in which
discrete jumps at definite times are superimposed on rapid li-
brational motions.
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FIG. 10. (a) Analysis of the jump angle between cyanide and the neighboring
water at the carbon-end of CN−. θ is the angle between the rotating O∗H∗

bond and the bisector plane of the CO∗O′ angle, where O′ is the new H-
bond acceptor.73 (b) The change of direction of CN− measured by �u(0) · �u(t)
for 50 ps.

The experimental line shapes were analyzed in terms of
the rotational dynamics based on several models, including
those mentioned previously (vide supra).26 The one favored
by Lascombe and Perrot finds a ratio τ 1R/τ 2R ≈ 1 based
on a model which assumes angular jumps through 90 ◦ to
120 ◦ having a width σ = 60 ◦ for the Gaussian distribu-
tion e(θ−θ0)2/σ 2

. The present simulations partly support such
a model but clarify that the jump angles can even amount to
180 ◦ and that the typical rotation time is probably somewhat
longer than 0.3 ps so that τ 1R/τ 2R is close to 2.26

The reorientational dynamics can also be investigated
along the lines of recent work in which the water dynamics
around monoatomic ions was considered.73 Here, we restrict
the discussion to the water dynamics around the carbon-end
of cyanide. Two different analyses were carried out. One of
them was identical to that presented recently for water dy-
namics around Cl−.73 It considers the angle θ between the ro-
tating O∗H∗ bond and the bisector plane of the CO∗O′ angle,
where O∗H∗ is initially hydrogen bonded to the carbon atom
of CN− and O′ is the new acceptor to which H∗ binds. Alter-
natively, the C· · · O∗–H∗ angle was considered, where O∗ and
H∗ are the oxygen and hydrogen atoms of the water molecule
H-bonded to the carbon-end of CN−. It is important to note
that due to the different selection criteria in the first analy-
sis the number of events detected along the 20 ns simulation
is rather low (≈ 20) whereas for the second analysis several
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thousand events could be analyzed. In order to validate the
use of the C· · · O∗–H∗ angle, the events found by considering
θ were also analyzed with the C· · · O∗–H∗ angle. Whenever
the angle considered changed abruptly, a segment of the tra-
jectory around the change was stored, the time of the jump
was defined as t = 0 and all the events were averaged. The
results of this analysis are reported in Figure 10. The average
C· · · O∗–H∗ jump angle is ≈60◦. This is in qualitative agree-
ment with the work on the reorientational dynamics of water
around simple ion.73

IV. DISCUSSION AND CONCLUSIONS

Previous successful approaches to computing character-
istics of three-pulse photon echo experiments were champi-
oned by Skinner and co-workers.69, 74 The approach is based
on sampling the conformations with a parametrized force field
and evaluating the FFCF from optimized quantum mechan-
ics/molecular mechanics calculations. For the azide ion (N−

3 )
in water, this optimized quantum mechanical/molecular me-
chanical (OQM/MM) approach proved to be superior to other
strategies, including (extended) system-bath coupling, elec-
trostatic electronic structure, or an empirical frequency cor-
relation. The OQM/MM methodology applied to N−

3 in wa-
ter required two parametrizations to be carried out – one for
the force field to sample the structures, and one to improve
the PM3 Hamiltonian to provide realistic frequencies. In the
present work, we showed that from a carefully refined force
field, based on physical interactions including Morse oscilla-
tors for all bonds and multipolar electrostatics for the probe
molecule, it is possible to obtain a realistic description of the
FWHM of the linear IR spectrum, correct characteristics of
the FFCF, and tilt angles in quite good agreement with exper-
iment.

It is well-known that the population relaxation time T1

computed from classical molecular dynamics simulations dif-
fers from the quantum mechanical value in general; quantum
correction factors must be introduced to compensate for the
difference, although classical simulations can give accurate
estimates of T1 in special cases.75–78 As opposed to T1, the
dephasing time can be evaluated more accurately by classical
simulations, because changes in the vibrational frequency pri-
marily depend on lower-frequency fluctuations, which can be
captured by classical simulations. As the 2D IR line shape is
sensitive to these lower-frequency fluctuations, classical sim-
ulations with sufficiently sophisticated electrostatics can be
used to describe the 2D line shapes, even though the classical
simulations may not be capable of reproducing T1 very well.

This work investigates the computation of linear and 2D
IR spectra for 13C15N− in D2O using different interaction
models (M0 to M6). It is found that within a range of justi-
fiable (and commonly used) force fields, the tilt angle α as
a function of the waiting time can be realistically modelled.
The conformational dynamics and the 1D and 2D spectra
were computed from the same model, avoiding the use of fre-
quency maps. Most importantly, a recently developed multi-
polar model for water and cyanide combined with anharmonic
stretching and bending potentials30 and slightly modified van
der Waals ranges for the CN− yields very favorable agree-

ment with experiments,28 without further adjustment of any
parameter. It is concluded that such models provide a robust
and realistic parametrization for dynamical problems includ-
ing vibrational relaxation and 2D IR spectroscopy. In view of
its good performance for the 1D line shape and describing the
tilt angle, the vibrational relaxation time was also determined
for M2. Contrary to experiment, the relaxation time in H2O
is longer than in D2O. Hence, M0, which correctly describes
vibrational energy relaxation and the spectroscopic properties
investigated in the present work, is the preferred one.

The general procedure outlined in the present work can
be applied to other diatomic probes to study dynamical pro-
cesses on fast time scales. The time scales which appear in the
FFCFs can be attributed to structural dynamics in the first and
second solvation shells by considering solvent-shell occupa-
tion and solvent-shell fluctuation correlation functions. Such
insight can probably only be gained from atomistic simula-
tions once they have been validated with experiment as has
been done in the present work. In the case of CN− in D2O,
the time scales found for these processes are in reasonable
agreement with NMR experiments.

It is noteworthy that, while the correlation times of
G1 = 〈�u(0) · �u(t)〉 and G2 = 〈3[�u(0) · �u(t)]2 − 1〉/2 for the
Debye model differ by a factor of 3, the ratio of the ro-
tational correlation times computed in the present work is
τ 1R/τ 2R ≈ 2, which indicates that there can be instantaneous
rotational jumps of the cyanide ion through finite angles.26

This is supported by the analyses of our trajectories, which
show that there are abrupt jumps of CN− and that the vector
of O∗–H∗ originally H-bonded to CN− rotates in less than 350
fs by ∼60◦.

Force fields can be refined to a degree which allows them
to quantitatively describe experimental observables ranging
from vibrational energy relaxation to 2D IR spectroscopy.
Because phase space can be sampled extensively with force
fields, convergence of the results can be monitored. The
present work highlights that parametrizations suitable for one
type of observable are transferable to determining other ob-
servables, and that slight changes in the parametrization do
have noticeable effects. The real potential of atomistic simu-
lations becomes apparent when a computational model is val-
idated in comparison with a range of experimental data, justi-
fying the analysis of the underlying dynamics in view of prop-
erties which are not directly accessible to experiments. In this
way, experiment and simulation provide a more complete de-
scription and understanding of complex dynamical processes.
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