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Between context and community: Regional variation in register effects in the 

English dative alternation 

Melanie Röthlisberger, Universität Zürich 

 

Abstract 

This paper investigates the relationship between the stylistic context of utterance 

production and the language user’s regional background as influencing factors in 

one syntactic alternation, i.e. variation between the double object and the 

prepositional dative construction. To that end, this chapter zooms in on 1) the 

competition between stylistic context and regional community regarding dative 

choice, 2) cross-regional inter-register variation, and 3) register-specific coherence 

(aka intra-register variation). Comparing data from nine varieties of English using 

corpora that presumably share the same structure (and registers) reveals that 

community is more important than context, that the effect of register is regionally 

variable and that registers are largely but not fully coherent. These findings do not 

only stress the variable nature of probabilistic grammars but also point to the 

importance of regional effects when studying register variation (all scripts at 

https://osf.io/3djkr/). 

 

Keywords: inter-register variation, intra-register variation, dative alternation, 

World Englishes 
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1 Introduction 

 

The present work can be situated within a growing body of research that explores 

the interplay between textual and regional contexts of language production and the 

extent to which text types and stylistic contexts are variable across different national 

varieties of English (see, e.g., Neumann & Fest 2016: 196). While a range of earlier 

work has stressed the influence of stylistic context on linguistic variation, notably 

the effect of register on the choice between two or more linguistic forms (see the 

list in Szmrecsanyi 2019: 80–81), studies that take an interest in the extent to which 

the presumably same stylistic context is regionally variable are still rather rare. 

Results from such studies nevertheless suggest that, given the extensive differences 

in cultural contexts across the world, registers or situational contexts are not 

congruent across varieties of English (e.g. Neumann & Fest 2016: 217). This further 

implies that if registers differ across diverging cultural contexts, their influence on 

linguistic variation cannot be compared in a straightforward manner. The present 

chapter contributes to this line of work by exploring linguistic variation at the 

intersection of stylistic context (i.e. register) and community (i.e. regional 

background), drawing on linguistic theorizing from both the (corpus-based) 

variationist literature and register studies.  

One well-known syntactic alternation will be used as a case study to explore this 

competition between context and community, namely the English dative alternation 

(e.g. Bresnan et al. 2007; Bresnan & Hay 2008). This alternation offers the language 
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user two possible forms (or variants) to express the same meaning (Labov 1972: 

188), the double object variant as in (1) and the prepositional variant as in (2). The 

choice between these two variants is not only dependent on the lexical items 

involved in the alternation but also subject to fine-grained cognitive constraints, 

such as relative length of either constituent (John vs an apple) or the constituent’s 

definiteness (an apple vs the apple).  

 

(1) Mary gave John an apple. 

(2) Mary gave an apple to John. 

 

These cognitive or language-internal constraints have been shown to influence the 

choice of variant non-deterministically and simultaneously (see Bernaisch, Gries & 

Mukherjee 2014; Bresnan et al. 2007; Röthlisberger, Grafmiller & Szmrecsanyi 

2017; Wolk et al. 2013, among others). For instance, speakers of English are 

sensitive to so-called length effects in that they tend to prefer ordering constituents 

in phrases and sentences from the shortest to the longest, thereby following the 

well-known principle of end-weight (Behaghel 1909). Other constraints have also 

been shown to align harmoniously in their effect in that the first constituent tends 

to be more discourse accessible compared to the second constituent (see Bresnan et 

al. 2007: 74; also Collins 1995): For instance, pronominal themes (e.g. it instead of 

apple) are preferably expressed in the prepositional dative (e.g. Mary gave it to 

John) rather than a double object variant (e.g. Mary gave John it). The reverse is 
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true of pronominal recipients (him vs. John) which tend to be expressed with the 

double object variant instead of the prepositional dative (i.e. Mary gave him the 

apple instead of Mary gave the apple to him). Similar preferences have been 

observed for other theme- or recipient-related constraints, such as givenness (given 

constituents are preferred before new ones), animacy (animate constituents before 

inanimate constituents), definiteness (definite constituents before indefinite ones) 

and so on (Bresnan et al. 2007). At the same time, recent research has highlighted 

that these language-internal constraints are not completely stable across different 

contexts but vary subtly across regions and also registers in their effect on dative 

choice (e.g. Bresnan & Hay 2008; Röthlisberger, Grafmiller & Szmrecsanyi 2017; 

Wolk et al. 2013).  

The extent of that variation, and the degree to which stylistic context competes with 

regional background of a text when it comes to the choice between two dative 

variants, has so far remained unexplored. The present work addresses this gap by 

focusing not only on the subtle variability of language-internal constraints across 

registers but by also turning attention to the impact that register can have on 

linguistic choice making in contrast to other external factors (see also Szmrecsanyi 

2019: 77). What is more, the analysis will go beyond earlier register studies that 

take a regional perspective (e.g. Bao & Hong 2006; Hilbert & Krug 2012; Neumann 

2013; Schaub 2016) by tapping into the probabilistic generalizations that speakers 

derive from exposure to language rather than analyzing linguistic surface material. 

With its focus on these subtle but cognitively real generalizations, the present study 
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can advance our understanding of how speakers’ language is dynamically 

(re)constructed dependent on the stylistic and regional context of language usage 

and how such (re)construction pans out when these two contexts come into 

competition. The study combines the register- and genre-perspective on linguistic 

variation, based on the definitions provided in Biber and Conrad (2012: 22): Not 

only does the study focus on the distribution of one particular linguistic feature 

across different situational contexts (or genres) – a view that corresponds to the 

concept of ‘register’ as proposed in Biber and Conrad (2012) – but it is also 

interested in variation across presumably identical genres or stylistic contexts 

(given by the corpus structure, see Section 3). For this reason, the term ‘register’ 

will be used to refer to a pre-defined situational context that is presumably 

characterized by specific linguistic features (i.e. surface material). 

The remainder of the chapter is structured as follows: Section 2 situates the present 

work against the backdrop of (corpus-based) variationist and register studies. 

Section 3 describes the data and statistical analyses used. Section 4 presents the 

results of a conditional random forest and mixed-effects regression modelling and 

Section 5 embeds the findings in contemporary work on register variation. Finally, 

section 6 offers some concluding remarks. 

 

 

2 Combining the variationist perspective with register studies  
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The present work can be situated at the intersection of (corpus-based) variationist 

studies (e.g. Bernaisch, Gries & Mukherjee 2014; Bresnan & Hay 2008; 

Röthlisberger, Grafmiller & Szmrecsanyi 2017, among many others) and traditional 

register studies (see Biber 1995; Biber 2012; Biber & Gray 2013; see also the 

overview in Schubert 2016). These two lines of research can be differentiated in 

three essential ways, as pointed out in Szmrecsanyi (2019: 77–78): 

Variationist studies in the Labovian sense are only rarely interested in register 

distinctions or in the importance of register as a reflection of functional differences 

between linguistic forms. Rather, researchers aim to tap only into the vernacular of 

everyday speech, as this is where variation can be most readily observed 

(Tagliamonte 2012: 2, also citing others). On the other hand, variationist studies 

that rely on large corpora – what Szmrecsanyi (2017) calls ‘corpus-based 

variationist studies’ – often do take register as an influential factor into account due 

to the large range of registers sampled in such corpora. While some of these studies 

are interested in the importance of register or in stylistic differences (see, for 

instance, Grafmiller 2014; Gries 2015; Heller, Szmrecsanyi & Grafmiller 2017; 

Lohmann 2011), others treat register as a nuisance that needs to be taken care of 

when accounting for variation but not as a research goal in itself (e.g. Röthlisberger, 

Grafmiller & Szmrecsanyi 2017; Wolk et al. 2013). Secondly, variationist studies 

often take a single-feature approach – as the present study does – and only recently 

have turned to incorporate multiple features in their analyses (see Guy 2013; Guy 

& Hinskens 2016; Oushiro 2016, among others). Most importantly, however, 
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variationist studies are interested in the probabilistic generalizations that speakers 

derive from language usage rather than in frequencies of surface material (as 

register studies are). These probabilistic generalizations are dynamically 

constructed from linguistic exposure (Bybee & Hopper 2001) and are assumed to 

reflect speakers’ grammatical knowledge (see Bybee 2006: 711). They 

concomitantly impact linguistic choices between functionally equivalent forms and 

can result, when aggregated, in population-level linguistic phenomena (Scott-

Phillips & Kirby 2010: 411). Of particular interest to variationist studies in the 

Labovian tradition are those generalizations that can be connected to the language 

user’s demographic background (e.g. their age, education or social upbringing) 

while corpus-based variationist studies focus more on the linguistic context in 

which variation occurs, such as phonological environment or syntactic categories 

(see also Szmrecsanyi 2019: 79).   

In contrast, register studies are fundamentally interested in register distinctions and 

the functional similarities between (often but not exclusively multiple) linguistic 

features and their stylistic context (Biber & Conrad 2012: 8). The focus is thereby 

on surface material, for instance the proportion of pronouns, determiners, noun 

phrases, etc. and their co-occurrences in discourse as a reflection of abstract 

parameters that relate to the text (e.g. mode of discourse). Work that falls into this 

category has been mainly interested in register variation regardless of the 

geographical provenance of a text. Most studies that do explore both regional and 

register variation have often tended to focus on one single linguistic feature (e.g. 
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Hilbert & Krug 2012; Schaub 2016) or a set of linguistic features within a specific 

English variety or register (Balasubramanian 2009; Bao & Hong 2006; van Rooy 

et al. 2010). A more comprehensive approach is taken by Xiao (2009), Neumann 

(2012), Neumann & Fest (2016) and Fuchs & Gut (2016), who compare multiple 

linguistic features across several registers and across three (Fuchs & Gut 2016), 

five (Xiao 2009) and six varieties of English (Neumann 2012; Neumann & Fest 

2016; see also Diwersy, Evert & Neumann 2014 for a cross-linguistic comparison 

between German and English).  

The current work combines the register and variationist perspective by assessing 

the probabilistic constraints that shape variation in one single linguistic feature with 

a particular focus on how stylistic context not only contributes to this variation (vis-

à-vis other factors) but is also variable depending on the regional origin of the text. 

To assess this competition, the analysis will first look at which of the two factors is 

more important with regard to the probabilistic constraints driving the dative 

alternation in varieties of English. In a second step, the study will explore the extent 

to which register influences the choice of dative variant differently by variety 

(probing the overall distribution of double object versus prepositional dative) and, 

furthermore, will zoom in on the differences in probabilistic grammars between 

registers and across varieties. This second step will thus tap both into inter-register 

variation (i.e. variation between registers regarding dative choice) as well as intra-

register variation (variation within registers in a cross-varietal comparison).  
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3 Data and methodology 

 

3.1 The data 

 

The data for this study is sampled from the International Corpus of English (ICE) 

series which samples naturalistic speech from educated speakers of English in 

various national contexts (Greenbaum 1996). For the purpose of the present 

analysis, the data covers nine national varieties, namely British English (GB), 

Canadian English (CAN), Irish English (IRE), New Zealand English (NZ), Hong 

Kong English (HK), Indian English (IND), Philippine English (PHI), Singapore 

English (SIN) and Jamaican English (JA). Each of these varieties is represented by 

a 1-million-word ICE corpus. All ICE corpora share the same corpus design and 

structure, containing 500 texts with 2,000 words each, 60% of which come from 

spoken data, 40% from written data covering a broad range of stylistic contexts (20 

text types or 12 registers), ranging from broadcast discussions, conversations, 

creative writing to press reportage (see Figure 1). Importantly, since all ICE corpora 

use a fixed set of text categories and share the same corpus design, problems 

regarding register comparison should not arise. At the same time, this common 

corpus design required corpus compilers to sample specific text types which may 

not represent a pertinent register in a specific variety thus obscuring variety-specific 

registers (Neumann & Fest 2016: 199). 
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Figure 1. The ICE corpus design. Numbers (e.g. Spoken 300) indicate the number 

of texts sampled for that text type; s1a – w2f indicate text ID (From: http://ice-

corpora.net/ice/design.htm). 

 
In addition, a random subsample of texts making up a total of 500,000 words were 

sampled from the corresponding varieties in the 1.9-billion-word Corpus of global 

web-based English (GloWbE, see Davies 2013; Davies & Fuchs 2015). GloWbE 

aims to mirror the corpus structure of ICE in that roughly 60% of the data are said 

to come from informal online settings, i.e. blogs, while 40% supposedly come from 

more formal settings, namely general websites. As Loureiro-Porto (2017) shows 

empirically, however, the proportion of text from blogs stays well below 50% for 
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all varieties sampled (Loureiro-Porto 2017: 456). While GloWbE comes with some 

disadvantages (e.g. also no information on the origin of speaker), there is general 

consensus that online data as sampled in GloWbE complements existing small-

scale corpora such as ICE (see Davies & Fuchs 2015; Loureiro-Porto 2017).  

Dative tokens were extracted from the data using previous approaches outlined in 

Röthlisberger, Grafmiller and Szmrecsanyi (2017). In a nutshell, an extensive list 

of (possible variable) verbs was used as part of a perl script to extract all phrases 

from the part-of-speech-tagged version of the corpora. After weeding out false 

positives that were not datives, the data was restricted to the variable context where 

the other variant was hypothetically semantically similar and grammatically 

possible, excluding variants that involved particle verbs, coordinated verbs, elliptic 

structures, clausal or non-overt constituents, beneficiary constructions, 

constructions involving a spatial goal and idioms or fixed expressions. Decisions 

of variability were based on regional searches in Google and GloWbE where 

necessary (see Röthlisberger 2018a: 55–58 for details). Finally, the dataset was 

further delimited by excluding tokens with very long last constituents where the 

probability of the other variant occurring was close to zero. Hence, double object 

variants with themes longer than 23 words and prepositional datives with recipients 

longer than 18 words were excluded (the longest recipient in the double object 

dative is 18 words and the longest theme in the prepositional dative is 23 words 

long). After processing and preparing the data in this way, 13,171 variable dative 
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tokens were then coded for numerous language-internal and language-external 

factors given in the literature (see Röthlisberger 2018b for the dataset).  

 

3.2 Coding of variables: Language-internal and -external constraints 

 

The dataset was semi-automatically coded for a set of 11 predictors listed below. 

The majority of these predictors have been shown to influence the choice of dative 

variant in English significantly (e.g. Bresnan et al. 2007; Bresnan & Hay 2008; 

Schilk et al. 2013; Wolk et al. 2013) while others are recent additions to the suite 

of predictor variables (see Röthlisberger, Grafmiller & Szmrecsanyi 2017).  

 

• WEIGHTRATIO: Length of each constituent in the number of letters was 

operationalized as a ratio of recipient length divided by theme length in order 

to take the constituents’ relative length into account. This predictor was then 

log-scaled in order to reduce the effect of outliers following previous 

approaches (e.g. Bresnan et al. 2007). 

• RECPRON/THEMEPRON: The influence of pronominality on dative choice is 

well-known also in language acquisition studies (McDonough 2006). Both the 

recipient and the theme were coded for whether the constituent was an (im-

)personal pronoun (‘pron’) or not (‘non-pron’). 

• RECDEFINITENESS/THEMEDEFINITENESS: Following previous approaches and 

the procedure outlined in Garretson et al. (2004) constituents were coded as 
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indefinite (‘indef’) if they allowed an existential reading in the context of There 

is/are________ and coded as definite (‘def’) if the head was a proper noun or 

pronoun or if they started with a definite article, demonstrative or any other 

word tagged as definite according to Garretson et al. (2004).1  

• RECGIVENNESS/THEMEGIVENNESS: Constituents were coded as either ‘given’ 

if the constituent head occurred in the 100 words of the preceding discourse or 

was a personal pronoun. All other cases were coded as ‘new’.2 

• RECANIMACY/THEMEANIMACY: Adopting methods in earlier work and 

simplifying the approach outlined in Zaenen et al. (2004), I used a binary 

coding for both theme and recipient to distinguish between ‘animate’ – 

denoting a human or animal – and ‘inanimate’ constituents. 

• RECCOMPLEXITY/THEMECOMPLEXITY: This binary predictor accounted for the 

presence (‘complex) or absence (‘simple) of a post-head element, that is, a 

postmodifier. 

• PRIMETYPE: Priming is the tendency of a speaker to reuse previously heard or 

uttered linguistic material (see, e.g., Szmrecsanyi 2006). Priming was coded 

automatically based on the previous occurrence of a variable dative token while 

 
1 Garretson et al. (2004) label the following lexical items as definite: the, this, that, those, these, 
her, his, its, my, our, their, your, all, both, each, either, every, most, neither, last, and next. 
2 This automatic coding procedure is not unproblematic: Referents in the previous context that are 

different in form will not be recognized; previous use of the same lemma (form) could 

semantically refer to a different concept rather than the one referred to by the constituent; finally, a 

concept’s givenness may also be implied without it having been explicitly mentioned in the 
preceding context. Due to the large number of tokens in the dataset, a manual verification of the 

constituents was however unfeasible for the current study and will remain a desideratum for future 

work. 
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controlling for the distance in the number of intervening tokens (restricted to 

10) and the text file. Three levels of prime types are distinguished, namely 

‘double object’ if the previous token was a double object dative, ‘prepositional’ 

if it was a prepositional dative or ‘none’ if the current token is the first one in 

a text. 

• VERBSEMANTICS/VERBSENSE: Following previous approaches, tokens were 

manually coded according to five broad semantic classes (see Bresnan et al. 

2007; also Levin 1993: 45–48) exemplified in (3) to (7) below. Additionally, 

VERBSENSE accounts for the different meanings of verbs and was coded using 

the lemma of the verb with the particular meaning of the verb in that specific 

token. For instance, the VERBSENSE for give comprises ‘give.t’, ‘give.c’, or 

‘give.a.’ to signal the transfer (‘t’), communicative (‘c’) or abstract (‘a’) 

meaning of the token.  

(3)  ‘t’: transfer of possession of concrete objects, e.g. They give everybody 

a piece of paper. 

(4)  ‘f’: future transfer/possession of objects, e.g. Carl had promised her 

this car. 

(5)  ‘p’: prevention of transfer/possession, e.g. They denied him entry to 

the country. 

(6)  ‘c’: communication, e.g. She told me the whole story. 

(7)  ‘a’: abstract, e.g. You are paying me attention.  
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• RECHEADFREQ/THEMEHEADFREQ accounts for the global lexical frequency of 

the recipient or theme head; Due to the lack of information on lexical frequency 

in outer circle varieties, standard lexicons such as CMU (Carnegie Mellon 

University Pronouncing Dictionary, see http://www.speech.cs.cmu.edu/cgi-

bin/cmudict?) and CELEX (Centre for Lexical Information, see 

https://catalog.ldc.upenn.edu/LDC96L14) are unsuitable. Instead, lemma 

frequencies were retrieved from the respective complete component of the 

GloWbE corpus that represents the variety in question. This global frequency 

was then normalized as count per million words in the given variety in 

GloWbE.  

• RECTHEMATICITY/THEMETHEMATICITY assesses the frequency of the 

recipient/theme in the text in which the dative token occurs and thus reflects 

the extent to which a constituent forms part of the central topic of a text. 

Thematicity is measured as the normalized text frequency of the head noun in 

the entire text in which the token occurs divided by the total number of words 

in the text (Hinrichs & Szmrecsanyi 2007: 450–451). 

• TTR (TypeTokenRatio) captures lexical density of the surrounding context of 

the dative token (plus/minus 50 words) and is defined as the number of unique 

types in this 100-word window divided by the number of tokens.  

In addition to these language-internal predictors, the data was also coded for two 

language-external factors, VARIETY and REGISTER, and a range of factors relating 
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to the corpus structure (e.g. file number, speaker identification) (see Röthlisberger 

2018a: 59–60 for details).  

VARIETY was coded using the regional background information of the relevant ICE-

corpus or GloWbE. For REGISTER, I made use of a four-way coding following the 

proposal by Koch and Oesterreicher (1985) to distinguish graphemic and phonetic 

code from different levels of formality. For reasons of simplicity, formality was 

conceptualized as a binary dichotomy between formal and informal types of code. 

Each of the thirteen registers sampled in ICE and GloWbE was coded for 

representing either written informal (‘WritInf’), written formal (‘WritForm’), 

spoken informal (‘SpokInf’) or spoken formal (‘SpokForm’) language (see Table 

1). This categorization, as I am well aware, is very simplified and classifies, for 

instance, text types as informal that others would consider formal (e.g. legal 

presentations). Nevertheless, the categorization was done based on the corpus file 

label for several reasons: 1) on a practical level, categorizing based on the corpus 

file label could be done automatically. 2) Categorization by text category might not 

be as bullet-proof as assumed since even within the same text category, some texts 

might be more formal than others, especially if we consider that we sample from 

multiple different varieties where stylistic contexts could be different from the more 

standard British English perspective. 3) In order to counter-act this study’s top-

down approach, one would need categorization based on a bottom-up empirical 

analysis of a wide range of different linguistic features across all registers and all 

varieties due to potential cross-regional variation and because the choice of 
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linguistic feature might also influence the categorization of text types into formal 

vs informal. Finally, and 4), the effect of a more formal text type within an informal 

category will be countered by the other informal text types in the same category. 

For these reasons, corpus file label was considered a workable solution for the 

present analysis. 

 

Table 1. The four types of REGISTER by text category (as provided by the ICE 

corpora and GloWbE)  

REGISTER corpus file label text category 
# of dative 

tokens 

spoken informal 

(total: 3157 datives) 

private dialogues 

& phonecalls 

(S1A) 

private & distanced 

conversations 
1745 

unscripted 

monologues 

(S2A) 

spontaneous 

commentaries, 

unscripted speeches, 

demonstrations, legal 

presentations 

1412 

spoken formal 

(total: 2317 datives) 

public dialogues 

(S1B) 

classroom lessons, 

broadcast discussions 

& interviews, 

parliamentary 

debates, legal cross-

examinations, 

business transactions 

1518 
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scripted 

monologues 

(S2B) 

broadcast news & 

talks 
799 

written informal 

(total: 4387 datives) 

letters (W1B) 
social letters, business 

letters 
1184 

reportage (W2C) press news reports 346 

persuasive writing 

(W2E) 
press editorials 158 

creative writing 

(W2F) 

novels and short 

stories 
529 

blogs blogs (GloWbE) 2170 

written formal 

(total: 3310 datives) 

student writing 

(W1A) 

student essays, exam 

scripts 

253 

academic writing 

(W2A) 

from humanities, 

social sciences, 

natural sciences and 

technology 

271 

popular writing 

(W2B) 

from humanities, 

social sciences, 

natural sciences and 

technology 

556 

instructional 

writing (W2D) 

administrative 

writing, skills & 

hobbies 

287 

general 
general websites 

(GloWbE) 
1943 
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3.3 Statistical measures 

 

In order to probe the competition between stylistic context and regional 

background, I made use of two different statistical methods: Conditional random 

forests (CRF) were used in order to determine the relative importance of context 

and community with regard to the choice of dative variant; mixed-effects logistic 

regression served to assess the effect of register on dative choice and the inner 

coherence of registers across the nine national varieties.  

Conditional random forests seek to predict which of several outcomes (in this case 

prepositional vs double object variant) is more likely given a set of predictors 

(Breiman 2001). In contrast to regression models, which make this prediction on 

the basis of a mathematical equation, random forests establish the usefulness of a 

predictor through trial and error by aggregating over a predefined number of 

conditional inference trees fitted on randomly selected subsamples of the data and 

predictors. Conditional inference trees are a classification technique that splits the 

data recursively into smaller and smaller binary subsets based on those predictors 

that co-vary most strongly with either of the variants. The splitting is repeated until 

no further splits can increase the homogeneity of the subsamples. For the CRF, the 

accuracy of each tree is then assessed on the not-sampled data or test set and used 

to evaluate the usefulness of the predictors associated with the splits in the tree. The 

importance of each predictor is determined using a conditional permutation scheme 
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on the aggregate estimate of each tree’s most likely response outcome (Strobl et al. 

2008). Due to their random sampling procedure and their conditional permutation 

scheme, CRFs are quite robust to statistical issues commonly encountered in 

regression analysis such as data sparseness or predictor non-linearities (see 

Tagliamonte and Baayen 2012: 158–161 for details). A CRF was fitted using the 

cforest() function in the party package (Hothorn, Hornik & Zeileis 2006; Strobl et 

al. 2007) in R (R Core Team 2018) and its robustness was confirmed with a second 

CRF fitted with a different random seed. Importance of the predictors was 

calculated with the varimpAUC() function which measures the importance based 

on the area under the curve instead of accuracy (Janitza, Strobl & Boulesteix 2013). 

Parameters were set to mtry = 5 (number of predictors selected at each split) and 

ntrees = 4000 (number of trees grown). Numeric variables were scaled and centred 

around the mean following Gelman (2008). 

In order to explore the extent to which registers are comparable across varieties, 

additional mixed-effects regression modeling was used. Mixed-effects logistic 

regression models calculate a mathematical equation on the basis of the data and 

provide an estimate for the effect size of each predictor (called ‘coefficient 

estimates’) on the choice between two or more dependent variants (here: double 

object vs prepositional variant) while accounting for idiosyncrasies in the data (e.g. 

speaker, lexical items sampled) and the non-independence of the observations via 

random effect adjustments (Hosmer & Lemeshow 2000; Pinheiro & Bates 2000). 

Mixed-effects models enable us to assess the direction of predictors in the model 
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and can provide more reliable generalizations than fixed-effects models beyond the 

specific dative tokens sampled in the dataset. To fit the models, I made use of the 

lme4 function (Bates, Maechler & Bolker 2013; Bates et al. 2015). Two sets of 

models were fitted to the data. The first model included all predictors listed in 

Section 3.2 as fixed effects and an interaction between REGISTER and VARIETY; by 

including this interaction, the model aimed to detect regional differences in the 

effect of register on dative choice regarding the distribution of prepositional and 

double object dative. A second set of four models – one per register – was then 

fitted to explore the comparability of registers across varieties also within the fine-

grained probabilistic constraints that influence the choice of variant. Each model 

included an interaction of VARIETY with the five most important predictors 

according to the CRF fitted on the full dataset. Assuming that a register is 

comparable across varieties with regard to the constraints that drive dative choice, 

that is, if the probabilistic grammar driving that choice in a specific register is the 

same regardless of regional background, we should not find any significant 

interaction terms. Conversely, any significant interaction terms in a register would 

point to subtle (regionally biased) incoherence within that register.  

The first model included random intercepts for the verb lemma and text file 

identifier as well as for recipient and theme head. Infrequent recipients and head 

lemmas (occurring less than 5 times) were grouped together as proposed in Wolk 

et al. (2013: 399). Numeric predictors were again standardized by two standard 

deviations and centered around the mean. For the second set of models (fitted per 
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register), all binary predictors were additionally transformed to numbers (e.g. 

recipient pronominality = {pron, non-pron} changed to ={0,1}) and centered 

around the mean to allow for comparability of the predictor scales (Gelman 2008). 

The random effect structure of these models included a random intercept for verb 

and theme, since the models did not convergence when also including a random 

intercept for text file identifier and recipient, and fixed effects for WEIGHTRATIO, 

RECPRON, THEMECOMPLEXITY, THEMEPRON and RECHEADFREQ. 

Since I was not interested in how the different register types and varieties behave 

in comparison to one reference register or reference variety, contrasts for both 

REGISTER and VARIETY were set to sum coding instead of the traditional treatment 

coding. Using sum coding ensured that each level of register/variety was compared 

to the overall mean of all registers/varieties thus providing an indication of how the 

register or variety behaves in comparison to the global average (see Menard 2010: 

97). All random effects, interaction terms and fixed effects were retained in the final 

model regardless of their significance unless model convergence or evaluation 

necessitated their removal from the model structure in order to allow for 

comparability between models of register subsets.3 

 

 

4 Results 

 

 
3 All relevant scripts and files for the analysis can be found at https://osf.io/3djkr/ 
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4.1 Overall distribution by register and variety 

 

The overall distributions by register and variety are shown in Table 2 with raw 

numbers; the proportional distribution is visualized in Figure 2. The overall 

distributions highlight that overall, the double object variant is more frequent than 

the prepositional dative in all varieties and registers; the only exception is the 

written formal register where Indian English (IND) exhibits a higher proportion of 

prepositional datives than double object datives (grey shaded cells in Table 2). 

Canadian (CAN) and British English (GB) show a more or less equal distribution 

of dative variants across all registers; to a lesser extent, this could also be said of 

Hong Kong (HK), New Zealand (NZ), Irish English (IRE) and Singapore English 

(SIN) (see Figure 2). In Indian, Jamaican and Philippine English, the proportional 

distribution is comparatively more skewed across the registers. Regarding register 

variation, we can observe that the spoken informal register shows overall the 

highest proportion of double object datives and the written formal register has the 

highest proportion of prepositional variants.  

 

Table 2. Raw numbers and percentages of dative tokens by register and variety 

 

spoken  

formal 

spoken 

informal 

written  

formal 

written 

informal 

TOTAL 

 DO PD DO PD DO PD DO PD  

CAN 168 61 269 72 219 128 312 128 1357 
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73.4% 26.6% 78.9% 21.1% 63.1% 36.9% 70.9% 29.1% 

GB 151 64 238 70 243 121 300 131 1318 

 70.2% 29.8% 77.3% 22.7% 66.8% 33.2% 69.6% 30.4%  

HK 201 115 295 99 228 185 405 240 1768 

 63.6% 36.4% 74.9% 25.1% 55.2% 44.8% 62.8% 37.2%  

IND 145 151 226 121 176 181 365 185 1550 

 49.0% 51.0% 65.1% 34.9% 49.3% 50.7% 66.4% 33.6%  

IRE 124 61 277 59 241 118 282 108 1270 

 67.0% 33.0% 82.4% 17.6% 67.1% 32.9% 72.3% 27.7%  

JA 185 82 302 46 187 143 303 127 1375 

 69.3% 30.7% 86.8% 13.2% 56.7% 43.3% 70.5% 29.5%  

NZ 179 77 247 77 255 146 375 129 1485 

 69.9% 30.1% 76.2% 23.8% 63.6% 36.4% 74.4% 25.6%  

PHI 166 99 276 81 206 145 347 185 1505 

 62.6% 37.4% 77.3% 22.7% 58.7% 41.3% 65.2% 34.8%  

SIN 207 81 315 87 245 143 327 138 1543 

 71.9% 28.1% 78.4% 21.6% 63.1% 36.9% 70.3% 29.7%  

TOTAL 1526 791 2445 712 2000 1310 3016 1371 13171 
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Figure 2. Proportional distribution of dative tokens by register and variety 

 

The comparatively higher number of double object variants in the spoken informal 

texts is very likely due to a higher frequency of pronominal recipients which 

increases the likelihood of a double object variant (Bresnan et al. 2007: 75). In fact, 

78% of all recipients in the spoken informal register are pronouns, which is 

significantly (X2(3) = 850.16, p<.001) more compared to spoken formal (58%), 

written informal (59%) and written formal (43%) data. Since pronouns are 

characteristic of spoken informal language (Biber 2012: 24), it does not come as a 

surprise then that pronominal themes are also more frequent in that register 

compared to the other three (14% vs. 7% for spoken formal, 6% for written 

informal, 5% for written formal) 
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4.2 The importance of context vs community 

 

Results from the conditional random forest show that WEIGHTRATIO and RECPRON 

are the two most important factors with regard to dative choice (see Figure 3). 

Regarding the competition between variety and register, the results of the random 

forest further illustrate that variety is more important than register (but only 

marginally so). In other words, regional differences can account for the variation in 

the data better than differences between registers. Next, I explored variation across 

and within registers with two sets of mixed-effects models. 
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Figure 3. Variable importance of a conditional random forest - variety is more 

important than register with regard to dative choice 

 

4.3 Cross-regional variation in register effects 

 

The first regression model assessed the degree to which register influences dative 

choice differently across varieties by including an interaction between register and 

Variable Importance

ThemeAnimacy

TTR

ThemeThematicity

PrimeType

RecDefiniteness

RecThematicity

Register

ThemeGivenness

Variety

RecAnimacy

RecComplexity

VerbSemantics

RecGivenness

ThemeDefiniteness

ThemeHeadFreq

RecHeadFreq

ThemePron

ThemeComplexity

RecPron

WeightRatio

0.00 0.02 0.04 0.06
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variety in the model setup (inter-register variation). Table 3 shows the results of 

that interaction by providing coefficient estimates (𝛽"), standard error (SE) and level 

of statistical significance (p) (only significant interactions shown); predictions are 

for the prepositional dative. Results for fixed effects and summary statistics of this 

model and all subsequent models are given in the appendix.  

The interaction terms in Table 3 indicate that the prepositional dative is more likely 

in Hong Kong spoken informal and written informal English, and in Irish written 

formal English (as shown by the positive coefficient estimates); in Hong Kong 

spoken and written formal English, in Indian written informal and Irish spoken 

informal English, the prepositional dative is less likely (compared to all other 

registers and varieties). 

 

Table 3. Interaction effects in the model between VARIETY and REGISTER (only 

significant interactions shown). 

Factor 𝜷$ SE p 

VARIETY : REGISTER    

HK + spoken formal -0.472 0.206 0.022 

HK + spoken informal 0.524 0.208 0.012 

HK + written formal -0.389 0.180 0.031 

HK + written informal 0.337 0.117 0.043 

IND + written informal -0.517 0.172 0.003 
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IRE + spoken informal -0.631 0.247 0.011 

IRE + written formal 0.486 0.202 0.016 

 

Additionally, Figure 4 visualizes the interaction and plots the probability of a 

prepositional dative (the predicted outcome) on the y-axis for each register by 

variety (x-axis) (effects plot created with Fox 2003). Varieties that exhibit 

statistically significant differences regarding the influence of (one or two) registers 

compared to other registers and varieties are highlighted in grey (HK, IND, IRE). 

 

 

Figure 4. Cross-regional variation in the effect of register on the choice between 

prepositional and double object dative 
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The visualization of the effects in Figure 4 highlight that, first, the probability of a 

prepositional dative is generally higher in so-called non-native varieties (Mesthrie 

& Bhatt 2008), that is, in Hong Kong, Indian, Jamaican, Philippine and Singapore 

English. Second, in GB, PHI and especially SIN, there is not much inter-register 

variation with regard to the register’s influence on the choice of dative variant. 

Third, in CAN, IRE, NZ and JA, formal registers (circled and squared dots) are by-

and-large more likely to contain a prepositional dative than informal registers. In 

other words, we can see clusters of formal vs informal registers but not spoken vs 

written code, notably in Irish English. Note also, that in Jamaican English, the 

formal registers cluster together with written informal registers in contrast to CAN, 

IRE and NZ. Fourth, this trend is reversed in Hong Kong English where it is the 

informal registers that are more likely to contain a prepositional dative variant. And 

last, in Canadian English, the difference between the two formal registers is larger 

than between the informal registers (which have more or less the same effect). 

Overall, the fluctuation observable in Figure 4 regarding the impact of register 

points to potentially subtle cross-regional variation within registers. This brings us 

to the next set of models that assessed the comparability of registers across varieties. 

These four models fitted on each register aimed to determine the extent to which 

(supposedly comparable) registers lack inner, community-independent coherence 

by including an interaction between variety and the five most important predictors 

given the random forest analysis (to ease convergence of the models). 
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Results of these four models indicate no significant interactions in the spoken 

informal registers, and significant interactions between individual varieties and 

WEIGHTRATIO, RECPRON and THEMECOMPLEXITY in spoken formal, with 

WEIGHTRATIO, RECPRON and RECHEADFREQ in written formal, and with 

WEIGHTRATIO, RECPRON and RECHEADFREQ in written informal registers. Note, 

however, that only the interaction of VARIETY with THEMECOMPLEXITY in spoken 

formal language and with RECHEADFREQ in written formal language contributes 

statistically significantly to the model fit (as suggested by log-likelihood tests using 

the Anova() function in the car package in R; Fox & Weisberg 2011). 

The low number of statistically significant interactions in the registers overall (and 

the non-existence in spoken informal language) suggests that registers are by and 

large coherent across regional varieties of English – at least when using such broad 

distinctions as level of formality and code. With regard to the statistically 

significant interaction terms THEMECOMPLEXITY in spoken formal and 

RECHEADFREQ in written formal, cross-regional variability for the first of these 

interaction terms affects only Canadian English where simple themes do not 

increase the likelihood of a prepositional dative as much as in other varieties. This 

effect is illustrated in Figure 5, which visualizes the effect of simple and complex 

themes on dative choice by variety in the four registers (the statistically significant 

interaction term in CAN is shaded in grey). Note that the effect of theme complexity 

is reversed in Canadian English in spoken formal language. In all other models, the 

interaction between variety and theme complexity did not add significantly to the 
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model according to likelihood tests and no statistically significant cross-regional 

variability was discerned. 

 

 

Figure 5. Cross-regional variation in the effect of theme complexity on the choice 

between prepositional and double object dative by register (significant interaction 

terms highlighted in grey) 
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RECPRON in spoken formal, written formal and written informal register turned out 

to be significantly different in their effect size across varieties as well even though 

the interaction terms did not add significantly to the model fit. The regional 

variability of these two factors in specific registers is consonant with the observed 

variability of WEIGHTRATIO and RECPRON as shown by Röthlisberger, Grafmiller 

and Szmrecsanyi (2017) with the full dataset. 

 

 

5 Discussion  

 

The present study aimed to tease apart the competing influences of register and 

regional background on the choice of dative variant and to investigate the extent to 

which we can find regional variation in register variation. To that end, 13,171 dative 

tokens were sampled from the suite of ICE corpora and GloWbE covering nine 

national varieties of English and four registers (spoken vs written / formal vs 

informal). Using conditional random forests and mixed-effects logistic regression, 

the study showed that, first of all, variety is a more important predictor for the 

choice of dative variant than register. This confirms findings of other alternation 

studies that have highlighted that, indeed, “variety-internal diversity is negligible 

in comparison to the cross-varietal diversity” (Wälchli & Szmrecsanyi 2014: 6) but 

contrasts with results in Fuchs & Gut (2016) who show that the difference in the 

frequency of intensifier usage is larger between registers than between varieties 
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(note, that these authors compare three Asian varieties and GB, so the 

comparatively smaller degree of cross-varietal differences between regionally close 

varieties might not be surprising) .  

Secondly, a regression model that zoomed in on cross-regional inter-register 

differences regarding dative choice revealed that register is not a very influential 

factor in British, Philippine and especially Singapore English with little differences 

in the likelihood of a prepositional dative between the four registers. At the same 

time, inter-register differences were discerned with regard to formality – rather than 

mode (spoken vs written) – in Canadian, Irish, New Zealand and Jamaican English 

where formal registers are more likely to include a prepositional dative than 

informal registers (as has also been pointed to by the proportional distributions in 

Figure 2). The more pronounced difference between informal vs formal register 

than between spoken vs written language largely corresponds to the importance of 

Biber’s Dimension 1 – involved vs informational production – which posits more 

informal registers such as conversations and letters on the more involved end of the 

continuum and official documents and prepared speeches on the informational end 

of the continuum (Biber 1988: 128). The greater likelihood of a prepositional dative 

in the formal registers could thus potentially be explained by the linguistic features 

associated with informational production style in Biber’s analysis, for instance, the 

higher proportion of prepositions (e.g. to as in the prepositional dative) or word 

length (Biber 1988: 102). The written and spoken formal registers in the present 

study contain notably shorter recipients and themes than the informal registers – 
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even though only marginally so. Note, however, that the overlap between the 

registers analyzed in Biber (1988) and the ones subsumed under ‘informal’ and 

‘formal’ in the present study is not consistent, which raises potential issues 

regarding the categorization of text types undertaken here (see also Section 6).  

Thirdly, on the methodological level, the observed cross-varietal register 

differences question the presumed similarity between registers regarding surface 

material (here: frequency of prepositional and double object datives) as aimed at by 

the ICE project. As the study has shown, we can observe both small-scale 

differences between registers regarding surface material, i.e. inter-register 

variation, as well as some incoherence within registers, i.e. intra-register variation. 

At the same time, the extent of that variation seems to be very limited and suggests 

intra-register stability rather than extensive variability across varieties. That is, the 

probabilistic grammar that underlies the linguistic choices (of dative variants) that 

writers and speakers make in a specific stylistic context is only marginally 

dependent on the regional origin of a text. In that regard, the study’s results are only 

somewhat consonant with earlier work that analyzed dative variability in one 

register. For instance, Bresnan and Hay (2008) investigate dative variability in 

telephone conversations and report cross-varietal differences between American 

and New Zealand English; Schilk et al. (2013) find subtle differences in the impact 

of predictors on dative choice in newspaper language from British, Indian and 

Pakistani English; Szmrecsanyi et al. (2017) report similar dative-related 

differences between Canadian, British, New Zealand and American English in 
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spoken language. The present study’s results add to this line of research by having 

offered a more comprehensive perspective on register variability and showcasing 

more fully the extent to which stylistic context intersects with regional community, 

albeit by pooling over more specialized text types as used in those previous studies. 

All in all, the results highlight that language users adjust their choice-making to the 

situational context and that this situational context can be region-specific. Going 

beyond what has long been argued for by register studies, namely that we need to 

take register differences into account when describing linguistic variation within a 

variety (see Biber 2012), the results have further shown that register differences can 

also be discerned when contrasting different varieties of the same language (not just 

across social groups, see Finegan & Biber 1994). Such differences are not 

unexpected from a usage-based perspective which posits that language users adapt 

their probabilistic knowledge of linguistic variation dynamically and fluidly as a 

reflection of their linguistic exposure (e.g. Bybee 2006). To the extent that a 

language user is exposed to diverging input (i.e. dependent on stylistic and/or 

regional context) subtle differences in the generalizations derived from such input 

emerge, what Szmrecsanyi et al. (2016) have called “probabilistic indigenization”. 

Such indigenization effects would be especially prone in those varieties that have 

developed variety-specific registers or where a register has developed variety-

specific characteristics; and they would be less likely in those registers that are 

fairly similar across the globe. Interestingly, results point to the spoken informal 

register as stable across varieties while the formal registers (including academic 
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writing) exhibit subtle differences in writers’/speakers’ probabilistic grammar. 

These findings do not only speak to the general cognitive mechanisms underlying 

language production in (unsupervised) speech but also confirm previous findings 

that observed regional variation in presumably “uptight” genres, e.g. academic 

writing (see Hundt & Mair 1999; Hundt, Röthlisberger & Seoane to appear; Seoane 

2006). 

And finally, the analysis presented does not indicate whether such indigenization 

effects are particular to certain varieties or variety types (such as non-native 

varieties). Rather, the results are more mixed: the effect of register is largely 

consistent in Canadian, British, New Zealand, Philippine, Jamaican and Singapore 

English, suggesting little differences between spoken and written and between 

formal and informal language in the distribution of dative variants; in all other 

varieties, we find variety-specific effects of register (HK, IND, IRE). With regard 

to intra-register variation, only a small number of discrepancies were discerned. 

These discrepancies restrict themselves largely to the formal registers, with 

Canadian English being different in the spoken formal register and British, Irish 

and Philippine English being different in the written formal register. In other words, 

the little register variation we observe does not seem to be a reflection of the 

evolution of an English variety as has been suggested elsewhere (Schneider 2007: 

46f.). 
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6 Conclusion 

 

The present study contributes to a growing body of research that focuses on register 

variation from a cross-varietal (or cross-linguistic) perspective. Essentially, the 

results show that cross-varietal differences in linguistic variation exceed register-

related differences, that registers display variety-specific patterns with regard to the 

English dative alternation, and that some registers are more homogeneous regarding 

intra-register variation than others. 

With its focus on the probabilistic constraints that drive variation rather than on 

surface material, the present study has offered a novel perspective on register 

variation and has thus showcased how register studies can profit from theoretical 

concepts developed in variationist linguistics. At the same time, by zooming in on 

and highlighting potential register effects, the current study follows a recent line of 

work in variationist linguistics that challenges the long-held view that “the grammar 

is unchanged in stylistic variation” (Guy 2005: 562) and puts register-related 

variation on the agenda (e.g. Grafmiller 2014). On a more methodological level, the 

presented findings point to potential issues regarding the comparability of registers 

sampled in ICE and GloWbE (see Neumann & Fest 2016: 199) and simultaneously 

identify one of the limitations of the present study, namely the pooling over and 

categorization of distinct text types into either formal or informal regardless of 

further distinctions among those types (as, e.g., provided by the corpus structure; 

see Figure 1); such a broad categorization as used presently could confound any 
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register-internal variability and makes a more fine-grained perspective desirable for 

future work. Furthermore, by taking a single-feature approach to analyze register 

variation the study eschews the traditional method in register studies to consider 

multiple linguistic features in order to characterize specific text types (rather than 

to focus on a single linguistic alternation). Combining the present approach with 

other syntactic alternations (as done, for instance, in Szmrecsanyi, Grafmiller & 

Rosseel 2019; Tamaredo et al. in press) or by complementing it with a traditional 

register study would put the findings on more solid ground and showcase the full 

extent to which we find differences in stylistic contexts across varieties of the same 

language.   
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Appendix 

 

Table 4. Main effects of the model with an interaction between register and 

variety; predictions are for the prepositional dative 

Factor 𝜷$ SE p 

(Intercept) -1.237 0.405 0.002 

WEIGHTRATIO 3.159 0.163 <0.001 

RECPRON: pron ð non-pron 1.747 0.254 <0.001 

THEMECOMPLEXITY: complex ð simple 0.734 0.118 <0.001 

THEMEPRON: non-pron ð pron 0.790 0.382 0.039 

RECHEADFREQ -0.402 0.341 0.239 

REGISTER    

        all ð spoken formal 0.251 0.083 0.002 

        all ð spoken informal -0.096 0.085 0.258 

        all ð written formal 0.074 0.071 0.297 

        all ð written informal -0.229 0.067 <0.001 

VARIETY:     

        all ð GB -0.427 0.124 <0.001 

        all ð CAN -0.297 0.125 0.018 

        all ð HK 0.373 0.111 <0.001 

        all ð IND 1.088 0.116 <0.001 

        all ð IRE -0.465 0.134 <0.001 
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        all ð JA -0.019 0.133 0.884 

        all ð NZ -0.470 0.120 <0.001 

        all ð PHI 0.190 0.121 0.116 

        all ð SIN 0.028 0.230 0.173 

Summary statistics: 

Accuracy: 93.4% (significantly better than the baseline of 73.8%; pbinom < .001) 

Somer’s C index: 0.98 

κ: 12.9 (medium collinearity; Baayen 2008: 182; see also Belsley, Kuh, and 

Welsch 1980). 

 

Table 5. Main effects of the spoken formal model with an interaction between 

variety and the five most important language-internal constraints (only significant 

interactions shown); predictions are for the prepositional dative 

Factor 𝜷$ SE p 

(Intercept) -0.548 0.455 0.229 

VARIETY:     

        all ð GB -0.186 0.336 0.579 

        all ð CAN -0.100 0.326 0.760 

        all ð HK -0.014 0.286 0.960 

        all ð IND 1.541 0.327 <0.001 

        all ð IRE 0.064 0.403 0.874 
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        all ð JA -0.705 0.482 0.144 

        all ð NZ -0.577 0.334 0.084 

        all ð PHI 0.151 0.317 0.635 

        all ð SIN -0.174 0.298 0.559 

WEIGHTRATIO 3.029 0.368 <0.001 

RECPRON: pron ð non-pron 3.395 0.345 <0.001 

THEMECOMPLEXITY: complex ð simple 0.857 0.283 0.002 

THEMEPRON: non-pron ð pron 0.934 0.700 0.182 

RECHEADFREQ -0.046 0.347 0.893 

VARIETY:WEIGHT    

        all ð JA 3.206 1.427 0.025 

VARIETY:RECPRON    

        GB + non-pron -1.626 0.826 0.049 

        IND + non-pron 1.966 0.925 0.034 

VARIETY:THEMECOMPLEXITY    

        CAN + simple -2.370 0.666 <0.001 

Summary statistics: 

Accuracy: 92.4%  

Somer’s C index: 0.98 

κ: 14.2 
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Table 6. Main effects of the spoken informal model with an interaction between 

variety and the five most important language-internal constraints (no significant 

interactions); predictions are for the prepositional dative 

Factor 𝜷$ SE p 

(Intercept) -2.102 0.453 <0.001 

VARIETY:     

        all ð GB -1.128 0.449 0.012 

        all ð CAN 0.092 0.326 0.777 

        all ð HK 1.217 0.258 <0.001 

        all ð IND 1.140 0.270 <0.001 

        all ð IRE -1.267 0.440 0.004 

        all ð JA -0.460 0.412 0.264 

        all ð NZ 0.052 0.296 0.860 

        all ð PHI 0.309 0.301 0.305 

        all ð SIN 0.044 0.327 0.894 

WEIGHTRATIO 2.951 0.372 <0.001 

RECPRON: pron ð non-pron 2.338 0.290 <0.001 

THEMECOMPLEXITY: complex ð simple 0.234 0.326 0.473 

THEMEPRON: non-pron ð pron 1.608 0.606 0.008 

RECHEADFREQ -0.636 0.267 0.017 

Summary statistics: 
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Accuracy: 94.2%  

Somer’s C index: 0.98 

κ: 12.1 

 

Table 7. Main effects of the written formal model with an interaction between 

variety and the five most important language-internal constraints (only significant 

interactions shown); predictions are for the prepositional dative 

Factor 𝜷$ SE p 

(Intercept) -0.211 0.468 0.653 

VARIETY:     

        all ð GB -0.244 0.393 0.534 

        all ð CAN 0.026 0.266 0.922 

        all ð HK -0.330 0.510 0.518 

        all ð IND 1.273 0.279 <0.001 

        all ð IRE 0.492 0.271 0.070 

        all ð JA 0.203 0.403 0.615 

        all ð NZ 0.274 0.267 0.305 

        all ð PHI -2.232 0.832 0.007 

        all ð SIN 0.538 0.267 0.044 

WEIGHTRATIO 3.402 0.251 <0.001 

RECPRON: pron ð non-pron 1.852 0.239 <0.001 
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THEMECOMPLEXITY: complex ð simple 0.802 0.183 <0.001 

THEMEPRON: non-pron ð pron 0.836 0.660 0.205 

RECHEADFREQ -1.953 0.487 <0.001 

VARIETY:WEIGHT    

        all ð GB 1.698 0.739 0.022 

VARIETY:RECPRON    

        PHI + non-pron -1.837 0.697 0.008 

VARIETY:RECHEADFREQ    

        all ð GB 2.664 0.866 0.002 

        all ð IRE 1.955 0.735 0.008 

        all ð PHI -8.820 2.725 0.001 

        all ð SIN 1.788 0.774 0.021 

Summary statistics: 

Accuracy: 90.7%  

Somer’s C index: 0.97 

κ: 10.9 

 

Table 8. Main effects of the written informal model with an interaction between 

variety and the five most important language-internal constraints (only significant 

interactions shown); predictions are for the prepositional dative 

Factor 𝜷$ SE p 
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(Intercept) -0.923 0.361 0.011 

VARIETY:     

        all ð GB -0.239 0.234 0.307 

        all ð CAN -0.271 0.223 0.224 

        all ð HK 0.608 0.170 <0.001 

        all ð IND 0.538 0.169 0.001 

        all ð IRE -0.446 0.280 0.111 

        all ð JA 0.304 0.200 0.128 

        all ð NZ -0.509 0.235 0.030 

        all ð PHI -0.077 0.246 0.752 

        all ð SIN 0.094 0.197 0.633 

WEIGHTRATIO 3.203 0.221 <0.001 

RECPRON: pron ð non-pron 2.097 0.205 <0.001 

THEMECOMPLEXITY: complex ð simple 0.567 0.172 <0.001 

THEMEPRON: non-pron ð pron 1.243 0.477 0.009 

RECHEADFREQ -0.366 0.212 0.084 

VARIETY:WEIGHT    

        all ð JA 1.308 0.642 0.041 

VARIETY:RECPRON    

        JA + non-pron -1.178 0.557 0.034 

        NZ + non-pron 1.268 0.555 0.022 

VARIETY:RECHEADFREQ    
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        all ð NZ 1.523 0.549 0.006 

Summary statistics: 

Accuracy: 90.2%  

Somer’s C index: 0.96 

κ: 11.3 

 


